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Abstract

Wide Area Measurement Systems (WAMS) which cover an extensive geo-
graphical area help in better monitoring, control and protection of power sys-
tems. Hence, the conventional Supervisory Control and Data Acquisition Sys-
tem (SCADA) is being replaced or augmented by WAMS across all modern
power grids. The time-stamped WAMS data obtained at high sampling fre-
quencies provides information related to both the static and dynamic behaviour
of the power systems, in contrast to the SCADA systems which provide data
at a very low frame rate. The primary measuring device in the WAMS archi-
tecture is the Phasor Measurement Unit (PMU) which outputs synchrophasors,
frequency and rate-of-change of frequency (ROCOF). The estimation capabil-
ities of PMU algorithms are verified using test signals recommended by the
IEEE standard for synchrophasor measurements in power systems. Over the
last two decades, PMU algorithms and the application of PMUs in WAMS have
been a focal point of research for power system engineers. In this regard, a de-
tailed discussion with respect to the standard based PMU testing is provided
using a DFT-based PMU in a tutorial manner. Various methods to time-tag
phasors are demonstrated in order to show the importance of the placement of
the phasor sample at different points in an observation window.

Varieties of static and dynamic models-based PMU algorithms are imple-
mented and tested in an integrated PMU architecture environment. This archi-
tecture provides both causal and non-causal outputs in a single module which
can be used for different power system applications. Various phase-angle com-
pensation schemes have been suggested for a causal-PMU to show the supe-
riority of the bus voltage-signal frequency against the line current-signal fre-
quency as the input for compensation. A power system stabilizer (PSS) is
designed based on the Phase Angle Difference (PAD) signals to illustrate the
influence of causal and non-causal PMUs on the small-signal stability of a
power system.

A single-phase frequency estimation technique which involves signal-reconstruction
process is proposed. From the reconstructed time-domain signals, the fre-
quency is obtained using the Convolution Average Filter (CAF) and a single-
phase demodulation technique employing Hilbert filter (HF). The proposed
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method provides an M-class compliant frequency estimator when augmented
with a conventional P-class algorithm. Accuracy of the reconstruction-based
approach is verified through test signals recommended by the IEEE standard,
as well as by using signals obtained from the ISO-New England (ISO-NE)
power system and simulation based studies. The use of ROCOF as a poten-
tial candidate signal in addition to frequency signal for mode identification
is explored. It is also noted through a lab experimentation that an accurate
frequency estimation during an out-of-step (OOS) condition is not straightfor-
ward.

Further, an event detection and localization tool is developed to illustrate
an application of WAMS signals. Events in power system signals are detected
using the wavelet transform and the standard deviation based methods. The ef-
fectiveness of these methods is demonstrated using practical signals from the
ISO-NE power system as well as signals obtained from a simulation based 4-
machine, 10-bus power system. A new event localization algorithm based on
the number of PMUs involved in the event detection stage is also presented. Ef-
fect of threshold computation methods on the event detection and localization
results is explored. As a part of the event analysis, a scheme to detect an OOS
condition, is developed using PAD signals obtained from across transmission
lines. This is found to enable the supervisory Power Swing Blocking (PSB)
function for a relay during OOS condition to avoid unintentional tripping of
lines.

Keywords: WAMS; PMU; DFT; Prony; IEEE standards for synchrophasor
measurements in power systems; Event detection; Frequency estimation; Inte-
grated PMU architecture.
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Chapter 1

INTRODUCTION

1.1 Background

Conventional power systems primarily include remote generation units supplying electrical
energy to load centers using highly interconnected long AC lines and limited high-voltage
direct current (HVDC) links. The fast depleting non-renewable resources, environmental
concerns and the growing need for sustainable energy have led to the increased integra-
tion of Renewable Energy Sources (RES) with the power system. The seamless addition of
low-inertia and inverter-based RES to the existing power system have posed new challenges
which can be overcome via the smart grid architecture. The smart grid uses cutting-edge
technologies, equipment, and controls that communicate and work together to provide en-
hanced monitoring and control of the power system.

Such a smart grid is built on the foundations of a reliable and resilient power system
which can be ensured by continuously monitoring and controlling the generation, transmis-
sion as well as the distribution network of the power system. In 1970’s, to achieve this task,
the Supervisory Control and Data Acquisition (SCADA) system was introduced. SCADA
systems gather data asynchronously by polling remote terminal units (RTUs). The data
collected by SCADA systems includes, voltage magnitude signals, active power, reactive
power and system topology via breaker status (Kumar et al., 2010). SCADA systems ob-
tain steady-state grid data every 2-6 seconds. Due to such a low sampling rate, short term
transient events with high frequencies are not captured and therefore fast changing dynam-
ics in power system signals go undetected. In addition, the data provided using SCADA
systems lacks time-synchronization and due to its high latency is not applicable for online
or real-time applications. The state estimation (SE) process run based on SCADA data has
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a delay of around 70 s, which may not be problematic during normal operating conditions
but can lead to inconsistent results during system incidents (Ashton et al., 2013), (Phadke et
al., 1986). Phase angles in SCADA systems are not directly measured but rather computed
using SE algorithms. This information is only available at a central location and therefore
cannot be used for local applications. Blackout occurrences in U.S.A, parts of Europe and
several other countries due to the lack of availability of real-time system information em-
phasized the need for improving on SCADA technology. This led to the evolution of Wide
Area Monitoring/Measurement Systems (WAMS) which provide better wide-area visual-
ization and control, compared to SCADA systems (Gomez and Abur, 2013), (Sharma and
Dhole, 2016).

WAMS were introduced in the 1980’s by the Bonneville Power Administration (BPA)
to enable operators to acquire dynamic data for power systems (NERC, 2010), (Phadke,
1990). The first test bed for WAMS implementation was the Western Interconnection of
the North American power system (NERC, 2010). The definition of a wide area measure-
ment system as given by the U.S Department of Energy (U.S DOE) is as follows “A wide

area measurement system consists of advanced measurement technology, information tools,

and operational infrastructure tools that facilitate the understanding and management of

the increasingly complex behaviour exhibited by the large power systems” (Hadley et al.,
2007).

WAMS use high sampling rates for measurement and also time stamp each sample value
using a GPS based clock whose time is traceable to Universal Time Coordinated (UTC)
(PGCL, 2012), (De La Ree et al., 2010) (Usman and Faruque, 2019). The highly granular
nature of WAMS data enables real-time system protection and control functions, much bet-
ter than SCADA estimates (Kumar et al., 2010), (Martinez and Serna, 2015), (De la Serna,
and Rodriguez-Maldonado, J, 2011). The WAMS architecture provides time-stamped pha-
sor samples of voltage and current, frequency and Rate-of-Change of Frequency (ROCOF)
at different locations in a power system during steady-state nominal and dynamic condi-
tions as well, (Dai and Tate, 2021), (Zhang et al., 2018), (Jiang et al., 2019). This helps in
better monitoring, control and protection of grids covering an extensive geographical area
(Ivanković and Brnobić, 2021). A brief comparison of SCADA and WAMS is presented in
Table. 1.1. WAMS primarily carries out three tasks, which include:

1. Data metering and collection.
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2. Data transmission.

3. Data monitoring and control.

Table 1.1: SCADA vs WAMS-A comparison

Feature SCADA WAMS
Frame rate 1 frame per 2-6 sec 10-120 frames per sec

Data flow latency High Negligible

Observability Steady-state Steady-state and Dynamic

Measurements V, I V, φv, I, φi, f , ROCOF

Universal time synchronization No Yes

Local estimation of phase angles No Yes

Communication method Serial communication Network communication

Objective Local monitoring and control Wide area monitoring and control

Phasor Measurement Units (PMUs) installed all over the grid are used as the primary
data metering devices in a WAMS architecture (Monti et al., 2016). PMUs employ signal-
processing based techniques to compute the fundamental phasor and other associated quan-
tities. These quantities are transmitted to control centers via a low latency, high speed
communication network. The monitoring and control provided by the WAMS predomi-
nantly refers to the energy management system which carries out a variety of power system
functions. Data acquired using WAMS is integrated into wide-area visualization tools and
improved state estimators to elevate grid reliability and situational awareness.

1.2 Components of a Typical WAMS Architecture

A typical wide area measurement system as shown in Fig. 1.1 consists of the following
components

1. Phasor Measurement Units (PMU)

2. Communication Links

3. Phasor Data Concentrators (PDC)
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1.2.1 Phasor Measurement Unit

A PMU is the primary measuring device in the WAMS architecture, (Phadke and Thorp,
2010), (Agarwal et al., 2013), (Shi et al., 2020), (Liu et al., 2021), (Shahraeini and Ja-
vidi, 2012), (Thorp et al., 1988), (Ree et al., 2010). PMUs use digital signal processing
techniques to compute phasors, frequency and ROCOF from 50 or 60 Hz AC waveforms
(voltages and currents) after the analog AC waveforms are converted into digital samples
form using analog to digital converters for each phase, (Phadke and Thorp, 2010).

Communication

links

Communication

links

PMU
PMU

PMU
PMU PMU

GPS

SCADA/EMS

Local utility 

applications

Wide area network

Local utility applications

SCADA/EMS

  Local PDC
Local PDC

Data ServerSCADA/EMS

Wide area real time protection and control Wide area real time monitoring Data archiving

Super PDC

Figure 1.1: A generalized WAMS structure.

Phasors computed by a PMU have an associated time-tag which is obtained via a highly
synchronized time source. Such a time tagged phasor is labelled as a synchrophasor, which
is available at the output end of a phasor measurement unit (Dagle, 2018). Along with the
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synchrophasor, time-tagged frequency and ROCOF signals are also available at the output
end of the PMU module. These signals are transmitted at high frame rates via communi-
cation links to control centers for further processing. For example, PMUs installed in the
ISO-New England power system transmit data at a frame rate of 30 frames per second, for
a 60 Hz system (EECS, 2022). The synchrophasor, frequency and ROCOF values must
meet the minimum accuracy requirements given in the IEEE standard for synchrophasor
measurements in power systems (IEEE Std, 2011), (IEEE Std, 2014), (IEEE Std, 2018).
The essential components of a phasor measurement unit are shown in Fig. 1.2 (Monti et
al., 2016),
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Figure 1.2: Structure of a typical PMU.

1.2.1.1 Phasor computing module

Most phasor computing modules work on three-phase systems and therefore output positive
sequence estimates. These estimates are further used for frequency and ROCOF computa-
tion -see Fig. 1.3. PMU algorithms such as (Derviškadić et al., 2017), (Belega and Petri,
2013), inherently provide frequency estimates without the requirement of an additional
computing module.

1.2.1.2 PMU Placement

A power system is deemed to be observable, when all the measurements obtained from dif-
ferent sources yield enough information for state estimation. Since it is not cost-effective
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to install a PMU on each bus, it is required to determine the least set of PMUs necessary
to make the entire system observable. This is the aim of the optimal PMU placement prob-
lem (OPP), (Yuill et al., 2011), (Manousakis, 2011). OPP, (Nazari-Heris et al., 2015) is
an active research topic and several methods have been suggested over the years. These
methods are primarily categorized as conventional and non-conventional techniques. Con-
ventional techniques include, greedy search, graph theory, linear programming, non-linear
programming etc. Alternatively, non-conventional techniques can be divided further into
two sub-categories, i.e., heuristic and meta-heuristic. Fuzzy decision making, unified al-
gorithm, monte-carlo simulation can be labelled as heuristic approaches, whereas genetic
algorithm, particle swarm optimization, tabu search, simulated annealing can be catego-
rized as meta-heuristic techniques (Ahmed et al., 2022). However, in most cases, PMUs
are installed in a phased manner in order to cover major transmission lines and critical
buses with an objective to make the whole power system visible (Gajjar et al., 2021).
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Figure 1.3: A typical PMU algorithm.

1.2.1.3 Micro PMU (µ-PMU)

The need for installation of PMUs at the transmission level rather than at distribution level
is justified due to its high installation costs. The intricate nature of the distribution network
including numerous nodes, faster dynamics, low amplitude and phase angle differences
demand for the design of advanced measuring systems with high accuracy and precision
(Dusabimana and Yoon, 2020), (Von Meier et al., 2017). This led to the development of
micro-PMUs (µ-PMU), which is a measurement device that accurately obtains the syn-
chronized voltage and current values from complex distribution networks. µ-PMUs or
distribution-PMUs (D-PMU) as they are also known as, were developed by Power Sen-
sors Limited (PSL), with the University of California and Lawrence Berkley National Lab
(LBNL) in 2015 (Usman and Faruque, 2019). Compared to the current commercial PMUs
(transmission level), these devices (µ−PMU) can be produced more affordably and pro-
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vide ultra-accurate synchronised measurements of voltage and or current magnitudes and
phase angles. Some of the notable applications of a µ-PMU include, distribution-network
reconfiguration, phase identification, high-impedance fault detection, etc.

1.2.2 Communication Links

The PMU is designed as a measurement point in a coordinated architecture for wide-area
monitoring. To link to the rest of the infrastructure and transmit measurement data to the
rest of the monitoring network, each PMU has its own communication system. One or more
network adapters, often using both copper wire and optical fibre Ethernet technologies, are
used for communication by the PMUs. In (IEEE Std C37.118.2, 2011) methods for trans-
ferring synchronized phasor samples over a network are described. This standard defines
different data formats, contents and messaging types for synchrophasor transmission. The
standard also introduces a new configuration message which is intended to process mul-
tiple data streams from PMUs and PDCs designed by different manufacturers, ensuring
interoperability (Louis et al., 2021).

1.2.3 Phasor Data Concentrators

Synchrophasor data obtained from many PMUs over the entire network is combined using
a Phasor Data Concentrator (PDC) into a single data stream for further processing. Some
of the most notable PDC functions are listed below,

1. Processing and storage of PMU data which are sent as continuous streams in real-
time.

2. Checking the healthiness of the overall measurement system.

3. Protection, control and monitoring of power systems.

Within a connected system, PDCs can exchange data with other PDCs situated at differ-
ent locations. Primarily PDCs can be divided into two categories based on the way that they
have been implemented, a) Software based PDCs, b) Hardware based PDCs (Annakage et
al., 2017). A software based PDC is a software package installed in approved commercial
hardware, the size of which is dependent on the area covered and the number of PMUs
installed in the network. The hardware PDC on the other hand is installed to handle a sys-
tem with limited number of PMUs, such as at a substation. PDCs, similar to PMUs are
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associated with a synchronized time source for proper functioning. They get assigned with
a fixed amount of waiting time to receive data from all PMUs connected to it. In case a
PMU sends data later than the fixed waiting time, a PDC replaces the missing data with
filler data. As described in (IEEE Std C37.244, 2013), the main functions of a PDC are
summarized in Fig. 1.4.
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Figure 1.4: Functions of a PDC.

1.3 Applications of WAMS

Time-stamped and high sample rate data available from WAMS has numerous applica-
tions in power systems (PGCL, 2012). Depending on the time-scale involved while using
WAMS data, these applications are primarily segregated into off-line, online and real-time
categories as indicated in Fig. 1.5.

1.3.1 Off-line applications of WAMS data

1. Model validation, tuning and parameter estimation: The measured PMU sig-
nals, such as the voltage phasors at the generator terminals, are used as inputs to the
simulation models of a generator in a hybrid simulation, (De La Ree et al., 2010),
(Padiyar and Kulkarni, 2019). The output of the simulation model (currents or power
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flows) is compared with the signals measured from the generator. Such an analysis
is carried out for various disturbance scenarios. In case the simulation and the mea-
sured responses vary within a set threshold the model can be considered as accurate.
Similarly power system inertia is also estimated using WAMS signals acquired from
geographically dispersed PMUs as shown in (Ashton et al., 2014). WAMS data can
also be used to rectify Instrument Transformer systematic errors as well as estimate
transmission line parameters as shown in (Goklani et al., 2020).
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Figure 1.5: Application of WAMS.

2. Post disturbance analysis: After the occurrence of a disturbance, data from WAMS
can be used for post-mortem analysis (Shaw and Jena, 2020), (Wang et al., 2019),
(Ge et al., 2015). The cause for the occurrence of a disturbance can be pin-pointed
and corrective schemes to prevent any such events in the future can be suggested.
Synchronized PMU data is crucial in order to backtrack and reconstruct the sequence
of events mostly when multiple disturbances occur in a short time-span (Salunkhe
and Kulkarni , 2015).

3. Load characterization: Data obtained from WAMS is helpful in understanding and
modelling loads for power system studies. Certain loads can be identified on a power
system and their responses to variations in frequency can be collected using PMUs in-
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stalled at sub-transmission levels to improve load modeling (Annakage et al., 2017),
(Hadley et al., 2007). System load’s sensitivity to changes in frequency due to small
generation trips is one aspect of WAMS based high-level load model characteriza-
tion. Sensitivity of loads to voltage can also be evaluated using WAMS data.

4. Base-lining power system performance: Data accumulated from different PDCs/PMUs
in a WAMS architecture over a long period of time can be used for baselining studies
which involves a variety of tasks, (De la Serna and Martinez, 2015), as listed below:

(a) Building accurate system state prediction and trend detection tools.

(b) Tracing power system performance over time.

(c) Detecting major changes in power system performance.

(d) Validating models which help in setting system limits.

(e) Calculate thresholds for event detection algorithms

(f) Calculate security margins of the system

1.3.2 Online application of WAMS data

1. Enhanced power system state estimation : Online synchrophasors obtained from
PMUs installed over a WAMS network are used to estimate the state of a power
system. Fast and accurate state estimation can be achieved using WAMS data which
is obtained at a high reporting rate as compared to SCADA data, (Ashton et al., 2014),
(Monti et al., 2016), (Ghiocel et al., 2013). State estimation based on synchrophasor
data can provide the following functionalities as well,

(a) Topology processing: Which includes building the present topology of the
whole power system together with the states of the circuit breakers and switches.

(b) Observability analysis: To evaluate the observability of the whole network
based on the gathered WAMS data.

(c) Bad data detection: Allowing identification and rejection of unusable data ob-
tained because of possible communication errors or instrument failure, or other
reasons.

(d) Topology error identification: Which is similar to bad data identification where
estimation results in topology processing are analyzed to recognize any possible
errors in the accepted topology of the system.
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2. Wide-area voltage and frequency monitoring: WAMS are used to control, observe
and foresee voltage and frequency in large power systems. Trend of voltage signals
at key load centers or transmission lines can be predicted using the high frame rate
data provided by the WAMS network. Instability prediction based on the trend of a
voltage signal is a very useful application of WAMS data (Gomez and Abur, 2013).
Phasor measurement units enable operators to monitor voltage sensitivities, MVar
margins, voltage profiles at different buses in real-time whereas a trend monitoring
function can provide a timely indication for power system instability, (Hatziargyriou
et al., 2020). Wide Area Monitoring Protection and Control Systems (WAMPACS)
are also supplemented with WAMS data in order to provide better visualization and
control of the power system. Positive sequence voltage phasor angles obtained using
WAMS can also be used as a power system health indicator. Relative phase angle
difference (RPAD or PAD) signals across major transmission lines can be monitored
online in order to identify a potential Out-Of-Step (OOS) condition, (McDonald et
al., 2005), (Dagle, 2018),(Lavand and Soman, 2016), (PGCL, 2012).

Power system frequency is another primary indicator of load-generation balance. The
extent of the frequency deviation and the magnitude of the generation loss are closely
related. During system events involving separation or islanding, system frequency
provides an excellent measure of the integrity of an interconnection (Salunkhe et
al., 2014). An overview of the bus frequencies across the entire wide area power
system helps the power system operator to identify the system separation points and
the islands.

3. Power system oscillation monitoring and mode estimation : One of the major
applications of high frame rate data provided by the WAMS network is the identifi-
cation of frequency and damping of power system oscillations, (Jiang et al., 2019),
(Liu et al., 2021), (De la Serna et al., 2016), (Zhang et al., 2018). These include
local and inter-area oscillations which are a result of electromechanical swings of
machines. The frequency and the damping associated with an oscillation can be ex-
tracted from either synchrophasors (magnitude and angle) or frequency or ROCOF
signals. In case an oscillation is associated with a low/negative damping, preventive
action may be initiated in order to improve the security of a power system.

4. Event detection localization and classification : Data streams from different PMUs
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installed over a wide area network can be processed using event detection algorithms
to identify the occurrence of an event (Brahma et al., 2016), (Yadav et al., 2018),
(Yadav et al., 2019), (Allen et al., 2013). This can be achieved via any of the PMU
signals, i.e., phasor magnitude, phase angle, frequency and ROCOF. Events in the
PMU data can be identified using statistical/signal-processing or artificial intelli-
gence based techniques. Events can be localized based on the amplitude of excur-
sions exhibited by different PMUs. Events occurring in a power system can also be
classified by identifying the signatures left on different PMU output signals. For ex-
ample, a real power event leaves its imprints on the frequency and ROCOF signals,
whereas a reactive power event is seen to affect the voltage signal dominantly. Upon
the detection and localization of an event, alarm or alert indicators are used to notify
the operator about the occurrence of an event.

5. System restoration applications : When systems are restored after separation (is-
landing scenarios) and black-started, frequency information available from phasor
measurement units is crucial. Phasor data can be utilised to restart equipment with-
out endangering stability or wasting time on ineffective reclosing attempts (Liu et al.,
2016).

6. Line thermal loading monitoring : Transmission line loadings can be tracked using
phasor data and line ratings can be updated instantly. Online phasor data for chosen
transmission lines along with local weather conditions can be used to compute the
actual ampacity of the transmission line (Annakage et al., 2017). This rating can vary
compared to the conservative seasonal rating assigned by power system operators.
Such online estimation of line ratings using synchrophasor data can enhance power
transfer across transmission lines and relieve congestion along key lines.

7. Other applications: As per, PGCL (2012), some of the other online applications of
WAMS data include,

(a) Vulnerability test on relay characteristics.

(b) Dynamic state measurements.

(c) Load control and load shedding techniques such as demand response to manage
the power system.
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1.3.3 Real-time applications

Real-time applications of WAMS include wide-area stability control applications. Due to
the vast observability of the state of the system, intelligent decisions can be taken to ensure
system stability. Using the high resolution nature of the phasor data local or centralized
control of power system can be executed. In order to prevent the spread of major dis-
turbances, the wide-area monitoring, protection, and control (WAMPAC) functions make
use of system-wide data and specific local data which is communicated to a centralized
location. Some important real-time applications of WAMS data are as follows,

1. Fast reactive switching : Due to a strong correlation between the voltage phasor
and the reactive power reserves in a power system, shunt capacitors are introduced
to increase reactive power reserves. Control schemes have been employed involving
synchrophasor based monitoring of reactive power output at important power plants
to enable quick reactive switching of shunt reactors or capacitors for voltage support
(NERC, 2010).

2. Oscillation damping control : Inter-area or wide-area oscillations can be damped
effectively employing high-speed low latency PMU data. WAMS based signals have
been used as an input to power system stabilizers for damping unstable power swings
in (Wang et al., 2011), (Meng et al., 2017).

3. Equilibrium state control : After a disturbance the power system must return to a
stable state, which is also labelled as a target state. The more stable the target state,
the more likely will the system oscillations be damped and robust oscillation control
will not be necessary. Real-time WAMS data can help in balancing the network
load and the transfer demands to ensure that there is optimal power flow (stable
equilibrium condition), (Annakage et al., 2017), (Hadley et al., 2007).

4. Special protection schemes and islanding : Special protection schemes/systems
(SPS) are control systems that are activated as soon as the occurrence of an event is
detected (Phadke and Thorp, 2009). These are also known as System Integrity Pro-
tection Schemes (SIPS) or Remedial Action Schemes (RAS). System-wide WAMS
data acquired in real-time is gathered at control centers to identify which RAS should
be used to navigate the power system to a stable state, if needed. These systems
respond to various pre-identified set of disturbances which are recognized through
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extensive dynamic simulation studies. The implementation of an SPS logic is expen-
sive and complicated, especially if WAMS based remote signals are involved (De La
Ree et al., 2010), (Ivanković and Brnobić, 2021). Unintentional tripping of trans-
mission lines during stable recoverable swings can be prevented using SPS such as
the power swing blocking (PSB) logic. This is done by identifying vulnerable trans-
mission lines which are likely to trip during power swing conditions and issuing a
block command to the relay. Islanding at pre-selected locations is executed to main-
tain load-generation balance and system integrity (SPCS, 2013), (Zhang and Zhang,
2016), (Raj and Soman, 2020), (Gajjar et al., 2021).

1.4 Problems With the Present WAMS Architecture and
Applications

WAMS and PMUs have been the center of research for most power system engineers over
the last two decades. As discussed in the previous sections WAMS/PMUs are effectively
being deployed all over major grids across the world. The deployment of PMUs is on the
rise especially in developing countries such as India, where rural electrification is on the
ascendant. Also, the continuous integration of renewable sources with the main grid in
order to decarbonize electricity generation requires frequent monitoring and visualisation.
With the substantial advances in signal processing and communication technology, both
in terms of hardware and software solutions, the required synchrophasor standard compli-
ance criteria with regards to PMUs is expected to become even more strict in the upcoming
years. In order to be well prepared for such eventualities, several major steps can be taken
beforehand so as to make sure that PMUs and different WAMS applications are not over-
whelmed by the demands of the growing and evolving power grids. A few problems which
have been identified with the established WAMS architecture and its components are listed
below:

1. The IEEE synchrophasor standards, (IEEE Std, 2011), (IEEE Std, 2018) are flexible
with regards to compliance of either three-phase positive sequence or single-phase
phasors. With the advent of micro-PMUs, there needs to be a major update to the
existing synchrophasor standards such that tests and limits with regards to single-
phase systems are exclusively included. This is due to the fact that micro-PMUs
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which are predominantly deployed in distribution networks work mostly on single-
phase systems which are more prone to harmonics and noise.

2. Wide area monitoring of power systems is one of the key aspects of WAMS appli-
cations. This includes monitoring phasors, frequency and ROCOF at key locations
across the power system. Prevalent literatures in the field of WAMS based mon-
itoring concern themselves with voltage phasors and its associated quantities. On
the other hand, current based phasors, frequency and ROCOF are not monitored as
frequently as their voltage counterparts.

3. Group delay of phasor estimation algorithms and the latency associated with the
phasor computation process has not been discussed thoroughly in the literature. No
particular emphasis has been given in the literature apart from Meng et al. (2017) to
help the reader understand exactly the group delay compensation aspect of PMUs.
This information in turn affects the design and the application aspect of a PMU in
the WAMS architecture.

4. The highly granular nature of WAMS data and the ever improving communication
technology open up possibilities for even more refined applications of WAMS data.
Several online and real-time applications of WAMS data are still in the develop-
ment stage, and once deployed will enable an elevated wide area visualization of the
grid. One such application is event detection and localization, which uses data from
WAMS in order to identify anomalies representing power system disturbances. Ma-
jority of the research has been dedicated towards identifying anomalies using PMU
data available only at critical points of the power system such as in Gajjar and Soman
(2014), Shaw and Jena (2020), thus defeating the purpose of wide-area monitoring
and visualization.

1.5 Literature review

1.5.1 IEEE Standard Based Testing of PMU Algorithms

PMUs are the primary measuring device in WAMS, as discussed previously. According to
the IEEE Std (2011), PMUs are broadly classified as Protection (P) class and Measurement
(M) class. This distinction is predominantly based on the application of the PMUs. P-class
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PMUs are used for protection applications which require data at high reporting speed. M-
class PMUs are used for measurement applications, postmortem analysis etc, which require
high accuracy values but do not require low reporting delay, (Agarwal et al., 2013) (Shi et
al., 2020), (Liu et al., 2021). The accuracy of estimates provided by both P and M class
PMU algorithms must meet the requirements set by the latest IEEE standards, in order to
be deemed fit for practical applications. These standards were first introduced in Power
System Relaying Committee (1995), and an updated version was released in IEEE Std
(2005). Tests such as the step test, steady-state test, ramp test etc, were introduced along
with Total Vector Error (TVE) to measure the precision of the synchrophasor algorithms.
A major change to the IEEE standard was proposed in IEEE Std (2011), which included
treatment for dynamic phasors, as put forward for the first time by De la Serna (2007). An
updated version of the the 2011 standard was published in IEEE Std (2014), with several
notable changes such as,

1. Removal of the combined amplitude and phase modulation test.

2. Variation of the base frequency and the removal of the ROCOF requirements for the
inter-harmonic test.

3. Decrease in the passband attenuation and increase in the stop-band attenuation of M
class filters.

The reasons for the amendments made to IEEE Std (2011), have been explained in de-
tail in Martin (2015) and Roscoe et al. (2015). For example, one of the changes includes
the variation of the base frequency as per the reporting rate, in case of the inter-harmonic
test. Such a requirement was added to ensure that the filtering is good enough to handle
inter-harmonic conditions when the power system is operating at an off-nominal frequency.
Similarly, due to the simultaneous interactions between the phase and amplitude modulated
signals the performance of PMU algorithms could not be properly evaluated, therefore
IEEE Std (2014) revised the procedure into respective amplitude and phase modulation
tests. In Table. 1.2, salient features of all the released versions of the IEEE standards for
synchrophasor measurements in power systems are listed.
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Table 1.2: Evolution of the IEEE standard for synchrophasor measurement

IEEE Standards Salient Features
IEEE Std 1344-1995 (Power System Relaying Committee, 1995) • Time-tagging of phasors is introduced

IEEE Std C37.118-2005 (IEEE Std, 2005)
•Magnitude step, Phase step and Frequency step test

are introduced for the first time.
• TVE evaluation is also described.

IEEE Std C37.118.1-2011 (IEEE Std, 2011)

•Most major update to the standard till date.
• Included treatment of dynamic phasors.

• Amplitude modulation, phase modulation, frequency
ramp tests are included.

• P and M class PMU models were also suggested.

IEEE Std C37.118.1a-2014 (IEEE Std, 2014)

• Several test procedures were removed.
• Error limits for various tests are altered.

•M-class PMU model was re-designed to meet the
accuracy requirements.

IEC/IEEE 60255-118-1 (IEEE Std, 2018)
• No changes were made to the error limits or the test

procedures.

Classification of PMU algorithms: Due to the constant updation of the IEEE synchropha-
sor standards resulting in stricter accuracy requirements, several PMU algorithms have
been proposed over the years. These algorithms can be categorized as (Castello et al.,
2012):

1. Static-model based algorithms

2. Dynamic-model based algorithms

3. Adaptive algorithms

1.5.1.1 Static-Model Based Algorithms

The static-model based algorithms employ the popular Discrete Fourier Transform (DFT)
for phasor estimation, (Adhikari et al., 2019), (Ghafari, 2016). This method uses a fixed
sampling rate based on the nominal frequency. The static-model based algorithms assume
that the amplitude as well as the phase of the time-domain signal is fixed in an observation
window. Hence, such algorithms fail during off-nominal frequency and modulation condi-
tions because of spectral leakage which is caused due to incoherent sampling. Under these
conditions, the second harmonic frequency component is seen to dominate the amplitude
as well as the phase estimates provided by the static-model based methods. This high fre-
quency content if not dealt with leads to poor frequency and ROCOF estimates. Several
modifications have been suggested to improve the phasor estimates provided by the static
model. Some of the techniques include,
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• Using a three-point averaging filter as described in Phadke and Thorp (2010), Guardado
and Guardado (2015). This technique averages three synchrophasors computed at
nominal frequency which are 60◦ apart. For off-nominal frequency signals, this cor-
responds to second harmonic component phasors which are 120◦ apart for one-cycle
DFT. Such a technique reduces the amplitude of the second harmonic component
which otherwise dominates traditional DFT based phasor estimates.

• Using PMU models for P and M-class measurements IEEE Std (2011). These mod-
els involve FIR filters based on different windows and with different filtering capa-
bilities. The P-class model uses a triangular window spanning over 2-cycles of the
fundamental frequency. Low latency estimates provided by the P-class models are
useful for protection applications. The M-class filter involves a more complex design
based on the reporting rate required. A “sinc” and a hamming functions are used in
conjunction in order to obtain the filter coefficients. Modifications to the M-class
filters and an empirical relation between the phasor reporting rate and filter order
required for designing the M-class filters are presented in Roscoe et al. (2013) and
Roscoe et al. (2015).

• The absence of an amplitude correction factor for the M-class PMUs hampered the
IEEE compliance requirements for frequency deviations close to ±5 Hz. Authors
in Gurusinghe et al. (2014) have presented a correction factor based on the mea-
sured signal frequency for the M-class filter in order to be compliant around extreme
frequency deviations. Authors have also modified the existing M-class filter and sug-
gested improved frequency estimation techniques to provide compliant estimates.

• Authors in Thilakarathne et al. (2017) have proposed major modifications to the syn-
chrophasor algorithms suggested in IEEE Std (2011). An input-end anti-aliasing fil-
ter, Blackman-gaussian window and Parks and McClellan window are suggested for
improving synchrophasor estimation during frequency deviation conditions. Com-
pensation factors for amplitude, based on frequency estimates are also provided by
the authors.

• Authors in Dotta and Chow (2013) have compared the effects of windowing on the
amplitude of the second harmonic component of the phasors at off-nominal frequen-
cies. Authors have used the Blackman-Harris window and compared the results with
a three-point averaging filter as well as the least squares method.
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• A pre-processing or a pre-DFT method known as sample value adjustment is used
in Akke and Thorp (2010), Ghafari et al. (2016), Maharjan et al. (2016) for accurate
phasor estimation. This technique requires accurate frequency information in order
to be able to correct for the drifting of the sample values at off-nominal frequencies.
Sample values at off-nominal frequencies are adjusted and the processed signals are
passed as nominal frequency signals resulting in accurate phasor estimation.

• In Xia and Liu (2009) an accurate single-phase phasor and frequency estimation tech-
nique is proposed. Authors construct quasi-three-phase signals from a single-phase
signal in order to naturally eliminate the second harmonic component, by comput-
ing the positive sequence estimate. The quasi-three-phase signals are constructed
by simply shifting the data-windows in the single-phase signals by ±N/3 samples,
depending on the phase required.

• An artificial signal with DFT equal and opposite to the signal to be measured is
constructed using the Clarke’s transform, in Zhan et al. (2016). This is done in or-
der to totally cancel out the second harmonic component present during frequency
deviation conditions. For single-phase systems, three-phase signals are artificially
constructed using the method presented by Xia and Liu (2009), in order to obtain
the Clarke transformed signals. This method of phasor computation also involves
input-end averaging filters, amplitude adjustments based on least squares technique
as well as Blackman-Harris window based DFT.

• Authors in Belega and Petri (2013), Macci et al. (2011), Barchi et al. (2013), Jin
and Zhang (2020), Frigo et al. (2018) employ the popular interpolated DFT (IpDFT)
method for phasor estimation. This method solves the problem of spectral leakage
during frequency excursion scenarios by interpolating the maximum amplitudes of
the DFT spectrum to obtain a correction term. Any number of points can be inter-
polated to obtain the correction term e.g, 2p-IpDFT, 3p-IpDFT, 4p-IpDFT etc. The
correction term is further used to correct for the amplitude error and phase error intro-
duced during frequency excursion scenarios. An improved version of IpDFT namely
iterative IpDFT is introduced in Derviškadić et al. (2017), (Romano and Paolone,
2014), which provides P-as well as M class compliant estimates.

The discussed PMU algorithms employing the static-model are summarized in Tables. 1.3
and 1.4.
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1.5.1.2 Dynamic-Model Based Algorithms

The dynamic phasor models are used when an improved accuracy is needed, at the cost
of speed and computational efficiency. The signal model in such algorithms assumes the
amplitude and phase of the time-domain signal to be varying in nature which resembles
realistic power system signals. The varying amplitudes and phases are then expressed using
Taylor series polynomials of certain degrees. The degree of the polynomial is based on the
accuracy level of the estimates required. Some of the notable methods in this category
include :

• Authors in Premerlani et al. (2007) introduce two methods namely the 4 parameter
and 6 parameter phasor estimation technique. These methods compensate for the
errors introduced at off-nominal frequencies by calculating the first and the second
derivatives of the time-varying phasor.

• The well known Prony method is suggested for P-class phasor estimation in De la
Serna (2013). Due to the flexible nature of the Prony method, estimates obtained dur-
ing power system oscillation conditions are significantly better compared to static-
model based algorithms such as the one-cycle DFT method. Additionally, the Prony
filter offers instantaneous values of damping and frequency, which correspond to the
first derivative of amplitude and phase. These instantaneous estimates are highly
helpful for evaluating the stability of the power system.

• A least square estimation technique is used in De la Serna (2010) where Taylor based
Fourier Filter is employed. A hamming window is used by the authors to minimize
the error between the actual and the estimated signals. This technique is further
improved upon in Zhan and Liu (2014) by including the second harmonic component
in the polynomial approximation of the time-domain signal in order to provide M-
class compliant estimates.

• Another P-class dynamic phasor model based method using the least squares tech-
nique is presented in Vejdan et al. (2015). The PMU algorithm in addition to phasor
values also provides additional estimates such as swing frequency without any in-
creased computational burden.

• For handling out-of-band interfering signals primarily, a Dynamic Phasor Estimation

Algorithm considering OBI (DSEA-OBI) is proposed by authors in Fu et al. (2021).
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In this method the Taylor series time-domain signal model used by authors includes
the fundamental as well as the out-of-band interference component to provide M-
class compliant estimates.

• In order to provide M-class compliant estimates, authors in Narduzzi et al. (2018)
propose a compressive sensing based Taylor Fourier method, namely fast-TFM for
accurate harmonic and inter-harmonic phasor computation. This method provides
estimates at a high frame rate, even while computing phasors at multiple frequencies.

1.5.1.3 Adaptive Algorithms

Adaptive techniques for phasor estimation which use feedback in any form to improve
the phasor estimates are also present in the literature. In, Castello et al. (2014) frequency
feedback has been used to constantly adjust the model of the Taylor Fourier Transform.
Similarly, in Bansal and Sodhi (2019), frequency feedback is provided to a PMU to gener-
ate reference signals with the same frequency as the input time-domain signal. In Kamwa
et al. (2014) the center frequency of FIR bandpass filters is constantly tuned on-line as per
the input signal frequency. In order to effectively eliminate the majority of the off-nominal
frequency leakage in the computed magnitudes and phase angles, especially under steady
state conditions, a frequency corrected three-point averaging filter (F3P) is suggested in
Novak (2021). Authors in Khodaparast et al. (2022) use the Empirical Mode Decompo-
sition (EMD) method in conjunction with the Prony algorithm to estimate phasors. The
input time-domain signals are projected onto a set of L exponentially damped sine func-
tions, where L is the Prony order. To reduce the computation time, the order of the Prony
algorithm is adaptively adjusted using EMD method. The empirical wavelet transform is
employed for phasor estimation in Chauhan et al. (2018). Here, M-class compliant es-
timates are obtained for distribution level signals polluted with noise and under dynamic
conditions. The wavelet filters for phasor estimation are designed based on frequency infor-
mation extracted using the DFT method. Signals are pre-processed using the sample value
adjustment technique before being subjected to frequency spectrum analysis via DFT.

1.5.2 Handling of Group delays in PMU Algorithms

In most of the above mentioned literature the implications of positioning the obtained pha-
sor samples relative to a data window is not thoroughly discussed. The Power System
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Relaying Committee (1995) and IEEE Std (1998), explicitly mention three positions in
the data window to which the computed phasor can be referred to, namely, the start of an
observation window, the center of an observation window or to the end of an observation
window. As mentioned in Annex. C of the Power System Relaying Committee (1995),
referring an obtained phasor to any point in the data window is largely a matter of prefer-
ence. The Power System Relaying Committee (1995) clearly mentions that no particular
referring technique shall be given preference over the other. In the IEEE Std (2005) it is
found that referring a phasor to the end of an observation window leads to high values of
phase angle error during dynamic and static off-nominal frequency conditions. Further,
referring the estimated phasors to the center of the observation window is seen to cancel
out the group delay introduced during varying frequency conditions which in-turn lead to
low values of the phase angle error. The 2005 standard also mentions that whenever the
TVE associated with a PMU under a certain set of conditions is to be calculated, all delays
should be compensated for, so that the theoretical and the computed phasors are aligned
with each other. The IEEE Std (2011), IEEE Std (2014), IEEE Std (2018), again prefer
that the phasor estimated at the end of the window should be referred to the center of the
window. Methods used for referring phasor samples in an observation window result in dif-
ferent values of latency which has led to the classification of PMUs as indicated by Meng
et al. (2017) as following :

1. Causal PMUs

2. Non-Causal PMUs

Latency with regards to power system can be defined as the time interval between when
an event occurs on the power system and when it is reported in data at the PDC. It is
noted that in the current literature the effects of latency, mostly due to communication links
in wide-area monitoring and control on power system stability during contingencies have
been extensively studied. With the help of a flexible AC transmission system and a wide
area controller, latency issues are studied in Musleh et al. (2018). In, Sharma and Tyagi, B
(2014), the effect of latency on wide area damping controllers used in large power grids to
minimise small-signal oscillations is investigated. In Chaudhuri et al. (2010), the authors
showed that if damping controllers are operated under measurement latency, oscillations
may be triggered in tie-line. The impact of measurement latency on wide-area control
operations in a power grid was investigated in Stahlhut et al. (2008). Here, the latency was
modelled as a stochastic process, and the impact on the inter-area mode was investigated
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using the damping ratio. The case studies revealed that the damping ratio decreases sharply
with time delay. Latency obtained due to causal and non-causal PMUs has been discussed
with regard to stability issues in Meng et al. (2017), Zhu et al. (2010) and Thomas et al.
(2014).

1.5.3 Frequency Estimation Methods in PMUs

WAMS provide time-stamped estimates via PMUs which include phasors (magnitude and
phase angle), frequency and the rate-of-change of requency (ROCOF) (IEEE Std, 2011),
(IEEE Std, 2014). Among these estimates, frequency is one of the most critical health
indicators of a highly interconnected grid (Kirkham et al., 2018). Continuous monitoring
and regulation of frequency is necessary in order to achieve load-generation balance in a
system while maintaining synchronous operation of interconnected power systems (Mi-
lano and Manjavacas, 2020). Numerous power-system protection and control applications
such as frequency relaying and Power System Stabilizers necessitate precise and quick fre-
quency estimates (Kundur, 1994), (Padiyar, 2008). Rapid-response applications, such as
load shedding, generator protection, and renewable energy regulation also require accu-
rate prediction of the power system frequency in real-time (Nam et al., 2014). Frequency
estimation is even more important in the context of smart grid, where frequent switching
from the main grid to microgrids, electricity islands, and dual natures of some loads, such
as plug-in hybrid electric vehicles (PHEVs), all cause imbalance in the power generation-
load chain, and thus frequency variations (Rahmann and Castillo, 2014), (Xia et al., 2012).
In conventional synchronous generator-based power systems the frequency regulation is
achieved using speed governors, (Padiyar and Kulkarni, 2019), (Shubhanga, 2018). How-
ever, due to the integration of low-inertia based Renewable Energy Sources (RES) into the
existing power grid in order to decarbonize energy generation, the ability to regulate fre-
quency in transmission and distribution networks after a transient disturbance has degraded
(Zarifakis et al., 2019). Therefore, to maintain grid integrity despite its ever expanding
nature and continuous integration of RES, accurate frequency regulation and estimation is
essential. Online or off-line event detection, inertia estimation and control of power system
oscillations using power system stabilizers (PSS) can also benefit from precise frequency
measurements, (Shaw and Jena, 2020), (Ashton et al., 2014), (Rao and Shubhanga, 2018).
With the help of accurate frequency knowledge smart grids can control the power flow be-
tween generation nodes and loads, increase power delivery efficiency, enhance equipment

25



Introduction

utilisation, and maintain system stability, (Dai and Tate, 2021).

Most of the modern power grids utilize PMU based time-stamped frequency estima-
tion. Frequency estimation in PMUs is typically achieved using an additional module
which deals with the phase angle estimates provided by the phasor computing module
(Dai and Tate, 2021). Some PMU algorithms even directly compute frequency without
the requirement of additional modules (Belega and Petri, 2013). It is seen that the PMU-
based frequency estimation methods are highly dependent on the accuracy levels of the
synchrophasor computing algorithms. The literature broadly classifies frequency estima-
tion techniques as time-domain based and frequency-domain based methods some of which
are summarized in Tables. 1.5 and 1.6, respectively.

1.5.4 Event Analysis Employing WAMS Signals

Power system monitoring is a primary feature of WAMS. Due to the geographically diverse
nature of the PMUs and a high sampling rate employed for synchrophasors, the PMU data
reveals the state of a power system, much better than conventional SCADA based methods.
With the continuous increase in PMU numbers, the visualization ability of WAMS has
improved exponentially. Therefore, the regular inspection of all the PMU data-streams
manually in order to pin point anomalies in the data, has become a very tedious and an
error prone task. Till date around 1800 PMUs have been installed in the United States of
America and around 1400 have been installed in India (Raj et al., 2019). Scanning the
synchrophasor data provided by these many PMUs either off-line or in real-time is near
impossible if manual approaches are employed. A single phasor data concentrator (PDC)
gathering data from say 100 PMUs with a sampling rate of 20 measurements per second
creates about 50 GB of data in a single day (Xie et al., 2014). Such a massive volume of
data must be thoroughly analysed and intelligently presented to system operators in order
for them to understand the current condition of the system, as well as to detect abnormal
events at various locations in a large power system and enable them to take appropriate
decisions to initiate control actions.

Thus, in order to detect anomalies in the synchrophasor data provided by numerous
PMUs installed in a WAMS, event detection is necessary. Event detection in power systems
is the process of analyzing PMU data streams in order to discover sets of data points which
do not match with the ambient or normal values. Any irregular patterns or signatures left on
a power system signal define the type of an event. If any disturbance pattern is discovered
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Table 1.5: Time-Domain based frequency estimation methods.

S.No Reference 1-φ 3-φ Salient features

1 Carcelen-Flores et al. (2012) Yes No
• Uses the Zero-Crossing method to compute frequency.
• Very poor performance during noise, harmonics and inter-harmonics.

Kulkarni (2014) • Computationally Light.

2 Seyedi and Pasand (2012) Yes No

• Uses Consecutive samples for frequency estimation.
• Accuracy is directly dependent on the number of samples used.
• Poor performance in presence of noise, harmonics and inter-harmonics.
• Computationally light.

3 Seo and Kang (2017) No Yes

• Uses time-derivative of in-phase and quadrature components for frequency computation.
• Derivative calculations lead to errors in such a technique.
• Poor harmonic and inter-harmonic performance.

Moore et al. (1994) • Computationally light.

4 Akke (1997) No Yes

• Uses complex demodulation technique to compute frequency.
• Requires all three phases.
• Performance degrades during unbalanced conditions.
• Computationally light.

5 Canteli et al. (2006) No Yes
• Uses an improved complex demodulation technique to compute frequency.
• Effects of unbalance on the αβ signals are corrected.

Xia et al. (2012) • Requires all three phases.

6 Li et al. (2019) Yes No
• Uses averaging filters in convolution to estimate frequency.
• Harmonic and inter-harmonic performance not provided.
• Computationally light.

7 Xia et al. (2014) No Yes
• Uses the complex least squares based technique to estimate frequency.
• Performance during unbalanced conditions is improved.
• Excellent performance in presence of harmonics and inter-harmonics.

8 Ahmed et al. (2021) No Yes • Uses gradient method on delayed Clarke’s transform based signals to estimate frequency.
• Limited details with respect to performance under different signal conditions are provided.

9 Zečević et al. (2016) No Yes
• Uses an iterative technique based on the Orthogonal Constant Modulus.
• Performance during fault scenarios in power systems is excellent.
• Performance metrics during harmonic and inter-harmonic conditions not provided.

10 Jafarpisheh et al. (2018) Yes No
• Uses Adaptive Accelerated Multiple Signal Classification algorithm for frequency estimation.
• Excellent performance in presence of noise and d.c offsets.
• No performance comparison during inter-harmonic conditions is provided.

11 Sun et al. (2019) Yes Yes
• Uses the Harmonics Aboutanios Mulgrew (HAM) method for frequency estimation.
• Frequency values are refined using a weighted least squares estimator.
• Excellent harmonic and inter-harmonic performance.

12 Kim et al. (2020) No Yes
• Uses an iterative based approach employing a modified periodogram.
• Very similar to the iterative interpolated DFT based approach
• Excellent performance during three-phase unbalanced conditions.

13 Ahmed et al. (2018) Yes No
• Uses an adaptive sliding mode observer for phase as well as frequency estimation.
• Provides excellent results during phase jump scenarios.
• Poor performance during the presence of harmonics and d.c offsets.

14 Verma et al. (2020) Yes Yes

• Uses Enhanced Lyapunov Demodulation (ELD) method to obtain frequency.
• Other signal parameters such as amplitude and phase are also estimated.
• Uses a moving average filter to improve harmonic performance.
• Excellent performance in presence of d.c offsets.
• Performance in the presence of inter-Harmonic signals not presented.

during an event analysis, then an appropriate preventive control action may be initiated by
the operator. Numerous event detection algorithms are available in the literature and can
be broadly classified as non-training based and training-based.

1.5.4.1 Non-Training Based Methods

Non-training based methods include the use of statistical or signal-processing techniques
to identify irregular or anomalous patterns in PMU data obtained from WAMS. These
methods predominantly include, principal component analysis, wavelet transform, discrete
fourier transform, standard deviation, etc. Some of the popular state-of-the-art non-training
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Table 1.6: Frequency-Domain based frequency estimation methods.

S.No Reference 1-φ 3-φ Salient features

1 Phadke and Thorp (2010) Yes Yes

• Uses Least Squares based technique for frequency estimation.
• Poor performance for single-phase signals.
• Excellent harmonic performance, poor inter-harmonic performance.
• Computationally Light

2 Macci et al. (2011) Yes Yes

• Uses frequency domain interpolation for frequency estimation.
• Harmonic performance is poor compared to DFT.
• Poor inter-harmonic frequency.

Derviškadić et al. (2017) • Poor performance for single-phase signals.

3 IEEE Std (2011) Yes Yes

• Uses time-derivative approach for frequency estimation.
• Susceptible to noise.
• Poor inter-harmonic performance using P-class filter.
• Poor single phase performance.

IEEE Std (2014) • Computationally light.

4 Gurusinghe et al. (2014) Yes Yes

• Uses improved time-derivative based approach for frequency estimation.
• Average of frequency estimates computed over two reporting rates is used.
• Improved inter-harmonic performance, yet inadequate to meet M-class requirements

Vejdan et al. (2015) • Poor single-phase performance

5 Xia and Liu (2009) Yes No

• Uses quasi positive sequence synthesis for frequency estimation.
• Used in frequency disturbance recorders.
• Computationally light.
• Poor inter-harmonic performance.

6 Zhan et al. (2016) Yes Yes

• Uses Least squares approximation for frequency estimation.
• Poor dynamic performance.
• Excellent harmonic and inter-harmonic performance.
• Computationally heavy

7 De la Serna (2010) Yes Yes

• Uses instantaneous signal coefficients for frequency estimation.
• Excellent harmonic and inter-harmonic performance.
• Poor single-phase performance.

Castello et al. (2014) • Computationally heavy.

8 Zhan and Liu (2014) Yes Yes

• Uses Least squares approximation to obtain frequency.
• Poor single phase estimates.
• Excellent harmonic and inter-harmonic performance.
• Computationally heavy.

9 Reza et al. (2014) Yes No

• Uses three DFT based filters with constant coefficients to estimate frequency.
• Other parameters such as amplitude and phase are also computed using this method.
• Tuning of parameters required.
• Harmonic performance excellent, inter-harmonic performance not mentioned.

11 Xia et al. (2016) Yes No
• Uses a complex Least Square based Smart DFT method to estimate frequency.
• Provides excellent results in the presence of frequency modulations, harmonics and noise.

Xia et al. (2015) • Performance during the presence of inter-harmonic frequencies not mentioned.

10 Grebla et al. (2019) Yes Yes
• Uses an adaptive Kalman filter to estimate frequency.
• Kalman gain is adapted to be less sensitive during fault scenarios.
• Limited performance comparisons provided.

11 Reza et al. (2014) Yes No
• Uses an adaptive demodulation method to estimate single-phase signal parameters.
• Provides excellent results in the presence of harmonics.
• Performance during the presence of inter-harmonic frequencies not mentioned.

based methods currently available in the literature are presented in Table. 1.7.

1.5.4.2 Training-Based Methods

Typically, training-based event detection techniques use artificial intelligence (AI), ma-
chine learning (ML), or deep learning (DL) methods for real-time event detection and cate-
gorization. The challenge of real-time detection of dynamic events is investigated utilising
data-driven and physics-based models in Brahma et al. (2016). In Yadav et al. (2019) and
Wang et al. (2019), a deep neural network (DNN) and a convolution neural network based
real-time event classification method is discussed, respectively. Authors in Wang et al.
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(2020) use a Convolution Neural Network (CNN) model using gray scale images to detect
anomalies in power system signals. Authors in Ahmed et al. (2021), introduce the concept
of event detection during data drifting scenarios. The authors define drifting as the varia-
tions in data statistics over a data stream, due to power grid dynamics. The authors point
to the fact that the performance of previously trained machine learning algorithms may de-
grade during conditions of data drift. To overcome such scenarios, the authors propose a
framework called as the PMUNET which trains machine learning algorithms online, in or-
der to enable detection of anomalies during drifting data conditions. In Cui et al. (2018), a
dynamic programming based Swinging Door Trending (DPSDT) method is used for com-
pressing large PMU data and identifying events using the magnitude and the slope rate
rule. A few of the above-mentioned techniques necessitate complete grid monitoring us-
ing PMU measurements at each bus which is not practical. Furthermore, Machine Learning
based classifiers have low accuracy and require a large amount of historian data for training
purposes.

1.5.4.3 Loss-of-Synchronism Condition Detection

Synchronous operation of AC generators is a major requirement of an interconnected power
system. When disturbances such as generation loss, load loss, line tripping or faults etc,
occur it leads to rotor angle oscillations in synchronous machines which may be stable
or unstable depending on the nature and the severity of the disturbance, the response of
the protective relays and other power system controls. An unstable swing will generally
result in significant fluctuations in power flows, voltages and currents, and finally leads to
loss-of-synchronism. This is also known as an out-of-step (OOS) condition. An OOS or
loss-of-synchronism condition occurs when one or a number of generators in the power
system fail to maintain synchronism with the rest of the grid. Such a condition must be
detected in order to,

1. Help the operator to initiate emergency control actions.

2. Prevent uncontrolled separation of the power system which may result in the forma-
tion of unstable islands, and even a blackout, (SPCS, 2013).

During an OOS condition system separation at pre-determined locations is desirable/necessary
in order to maximize the generation load balance in an island and to minimize the system
restoration process, (Zhang and Zhang, 2016), (Raj et al., 2019), (Raj and Soman, 2020).
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The idea behind a supervisory Power Swing Blocking (PSB) function is to identify relays
which are prone to operate during unstable swing conditions and issues a block command to
stop the relay operation if an OOS condition is identified, (McDonald et al., 2005), (SPCS,
2013). This technique of blocking relays is also known as the transfer trip operation or
out-of-step tripping (OST), or controlled islanding, (Raj et al., 2019). The coherency of
the generators and the balance between the generation and load on the constructed islands
must both be taken into account while creating islands.

Some of the popular approaches present in the literature for detecting power swings
(stable or unstable) are described below,

1. Concentric characteristic scheme: The distinction between a fault and a swing is
traditionally made by calculating the rate-of-change of apparent impedance seen by
a relay. To achieve this differentiation, a timer is used to time the duration of the
impedance locus as it moves between two concentric impedance characteristics sep-
arated by ∆Z impedance on the impedance plane, (McDonald et al., 2005), (Tziou-
varas and Hou, 2004). The relay declares the event as a system fault if the measured
impedance crosses the concentric characteristics before the timer expires. Other-
wise, the relay qualifies the event as a power swing if the timer runs out before the
impedance crosses both impedance characteristics.

2. Two-Blinder scheme: The two blinder method works on the same premise of timing
the passage of an impedance vector through a particular ∆Z. When the impedance
vector reaches the outer blinder, the time measurement begins, and it ends when it
crosses the inner blinder, (Elmore, 2003). A power swing condition is detected if the
measured time exceeds the time setting.

3. Continuous Impedance calculation: This technique uses continuous impedance
calculation to determine a power swing. An impedance calculation is made at a time
say, “t” s and compared to the impedance calculation made at “t− 0.05” s. If there
is a deviation between the two measured impedance values a power swing state is
presumed but not yet established, (Blumschein et al., 2014). Based on the deviation
between the previous measured impedance the following impedance at “t + 0.05” s
is predicted. If the prediction is correct, a power swing condition is detected.

4. Rdot scheme: The primary benefit of this relaying scheme is to initiate early con-
trolled tripping for non-recoverable swings, whereas avoiding tripping for stable/recoverable
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Table 1.7: Non-Training based event detection methods.

Methodology Used Reference Salient Features

Principal Component
Analysis (PCA)

Ge et al. (2015) •
PCA is used to compute the trend of a data stream in order
to identify abnormal data due to sudden changes.

• Events are classified as real-power events or voltage events.

Xu and Overbye (2015) • Patitional PCA (PPCA) is used for improved real-time anomaly detection.
• Voltage magnitude, phase angle and frequency signals are used.

Cai et al. (2018)

• kth Nearest Neighbor (kNN) is used in conjunction with PCA.

• Author applies kNN on the Hotellings T 2 and Q to obtain two
new monitoring statistics for detecting disturbances.

• Focus of this method is primarily on events of oscillatory nature.

Guo et al. (2015)

• Recursive Principal Component Analysis (RPCA) is used for detection.

•
Focus of this method is primarily on islanding detection for power
systems with high level of renewable energy integration.

•
Suitable for online applications and involves updation of training data
and monitoring thresholds adaptively.

Liu et al. (2015)
• Modified PCA is used for creating early warnings during islanding conditions.
• Long term historic data is used for threshold computation.
• Only frequency signals are used for event detection.

Gajjar and Soman (2014)
• Method of ellipsoids based on PCA is used for auto event detection.

•
Frequency measurements from critical buses on the power system
are used for detecting oscillatory events.

Xie et al. (2014)
Barocio et al. (2013)

• Event detection is performed using a reduced number of PMUs.

•
Simulation data from a transient stability model of a New-England
power system is used for demonstration.

Wavelet Transform
Based

Gao and Ning (2011)

•
Detail coefficients obtained using the wavelet transform are used
to pin-point the occurrence of an event.

•
The amplitude of the detail coefficients reflects the proximity of the
PMU closest to the fault location.

• The use of "db2" wavelet with level 5 decomposition is suggested.

Kim et al. (2015)

•
Modified Wavelet Energy (MWE) and Normalized Wavelet Energy (NWE)
values for voltage magnitude and frequency are computed.

•
Normalization is performed to eliminate risks of false alarms due to
high variability PMU/PDC data.

• Authors have employed "db1" wavelet with level 3 decomposition.

Vaz et al. (2021) •
Low voltage data from the Brazilian and the Chilean power system
is analysed for event detection using NWE.

Thomas et al. (2020)
•

Authors use NWE to detect events such as generator trip, three-phase
fault and capacitor outages.

•
Event categorization is obtained using, a) Support Vector Machines
b) kth Nearest Neighbor (kNN) c) Decision tree techniques.

Standard Deviation
Based

Pandey et al. (2020)

• Authors propose a synchrophasor anomaly detection tool (SynAD).

•
Location of events is narrowed down by calculating "scores" for an
event for each PMU.

• Events are classified as, active power, reactive power or fault events.

Shaw and Jena (2020)

• Frequency signals obtained from WAFMS are used for event detection.
• Raw frequency signals are denoised using wavelet transform.
• Phase angle difference (PAD) and ROCOF are computed using frequency.

•
Standard deviation of PAD and ROCOF signals is evaluated and
compared against thresholds for event detection.

Allen et al. (2013)
• Relative Phase Angle Difference (RPAD) signals are used for detection.

•
Standard deviation of "transformed" RPAD signals is compared against
a threshold for event detection.

Other methods
Shaik and Mahela (2018)

• Authors employ the S-transform for event detection.

•
Negative sequence voltage signal is used for detecting events such
as islanding, outage of PV or wind generators, etc.

Yadav et al. (2018)
•

Detection and localization of events is performed using Teager-Kaiser
Energy operator (TKEO).

•
Author focuses on multiple event detection and the super imposition of
sequential events on candidate signals.

Ashton et al. (2013)
•

Root mean square of fluctuations of detrended signals is calculated
for event detection.

•
This is done in order to remove the normal portion of the signal and to
focus on the captured transient part.
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swings. This relaying scheme consists of a typical resistance based out-of-step re-
lay augmented with the rate-of-change of apparent resistance module. For a severe
disturbance, the rate-of-change of measured resistance will be large indicating an up-
coming instability (SPCS, 2013). Therefore, the Rdot scheme based relay will trip
even at a high resistance if the value of rate-of-change of resistance is high.

5. Synchrophasor based schemes: Synchrophasor estimates can also be used to detect
an OOS condition in a power system network. If a power system is represented as
a two machine equivalent, the phase angle between the voltages behind the transient
reactance is calculated. After the occurrence of a disturbance the new phase angle is
computed and the stability of the system is verified using the equal area criteria (Liu
et al., 2014). The bus voltage phase angle trajectory is monitored for OOS condition
detection in Zhang and Zhang (2016). The phase angle difference between the two
latest synchrophasor samples, i.e., |θi− θi−1|, as well as the rate-of-change of the
phase angle difference, i.e., d|θi− θi−1|/dt, are compared against a set threshold
value for detection of an OOS condition.

6. Energy function based scheme : Authors in Padiyar and Krishna (2005), use en-
ergy function analysis for power system instability detection. During a disturbance
scenario, a power system gains both potential as well as kinetic energy. This kinetic
energy must be completely absorbed by the system in order to be categorized as large
signal stable. Hence, if the value of kinetic energy is zero when the potential energy
is maximum, a swing is categorized as a stable swing, whereas if the value of kinetic
energy is non-zero when the potential energy is at its peak, the resultant swing is
unstable in nature, (Padiyar and Krishna, 2005). This method of instability detection
requires angular separation and potential energy values. The former requires voltage
and current measurements with prior knowledge of line impedance.

7. δSR−V based scheme : Coordinate system with angular separation as “x-axis” and
voltage magnitude as “y-axis” is introduced in (Lavand and Soman, 2016) for detect-
ing OOS conditions in power system. This is also labelled as the δSR−V plane. At
the instant of an electrical center creation the values of voltage magnitude and the
angular separation are 0 and ±180◦, respectively. These quantities are computed for
each synchrophasor sample, therefore enabling the constant monitoring of the power
swing in the δSR−V plane. Due to the large inertia of the power system, it is shown
that the development of an electrical center in the plane has a smooth trajectory, as
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compared to a 3-phase fault. By extrapolating the oscillation trajectory in the δSR−V

plane, the occurrence of an electrical center and an OOS condition can be predicted.

1.6 Research Gap and Major Contributions

1.6.1 Research Gap and Motivation for the Thesis

Over the last three decades, WAMS technology has been one of the key subjects of re-
search for power system engineers. The countless applications and improved control and
visibility of power systems provided by WAMS have led to its emergence as a visualiza-
tion tool around the globe. The revision of the 2005 IEEE synchrophasor standard, (IEEE
Std, 2005), which was published in 2011, (IEEE Std, 2011), for the first time included
a treatment of dynamic power system signals. This update to the synchrophasor standard
highlighted the need for improving upon the conventional PMU algorithms used in WAMS.
Test procedures indicated in the synchrophasor standards published after 2005 ensured that
commercial PMUs are capable of providing accurate synchrophasor estimates even during
adverse signal conditions. These conditions include frequency deviations, amplitude mod-
ulations, phase modulations, harmonics, inter-harmonics, frequency ramps, and amplitude
or phase step. Such features can be identified in power system signals during disturbance
scenarios and must not hamper the performance of the PMU beyond a certain limit as
dictated by the standard. Also, the performance of several WAMS based power system
protection, control and monitoring functions is closely related to the speed and accuracy of
the estimates obtained via PMUs. Therefore, an extensive survey of the PMUs, including
the algorithms employed by them and their applications in WAMS has indicated that there
are quite a few issues yet to be explored in this area, which are highlighted below.

1.6.1.1 Implementation and Testing of PMU Algorithms Based on an Integrated
PMU Architecture

Updates to the IEEE standard for synchrophasor measurements in power systems have
demanded continuous improvements to the phasor computing capabilities of PMU algo-
rithms. A balance between the accuracy levels of the PMU estimates and the latency must
be achieved, in order for a PMU algorithm to be used for practical WAMS applications.
To attain this compliance, the error values of the estimated signals must be less than as
prescribed by the latest standards. Errors in the phasor computation process are mostly
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introduced due to varying frequency conditions or the presence of harmonics in the input
time-domain signal. The errors due to group delays are eliminated by properly referring
the estimated phasor samples to recommended points in an observation window, which
involves a certain latency. Clarity with respect to referring of phasor samples in an obser-
vation window is scarcely available in the current literature and must be explored further.
Some of the shortcomings of the existing literature are summarized below :

• It is seen from the literature that latency due to group delay compensation has not
been studied until Meng et al. (2017). Here, authors have presented an off-line and
online method to handle the group delay which has resulted in the evolution of causal
and non-causal PMUs, as two separate entities. This way of handling PMUs, as two
individual entities, is not only difficult to understand but also fails to clarify their
usage for control and measurement applications.

• Differences between actual-time and other time vectors such as the PMU-time, fre-
quency time and ROCOF time have not been clarified.

• PMUs that compute both current and voltage phasors have been used in power sys-
tems such as in Guardado and Guardado (2015), Dotta et al. (2013), without much
understanding of the TVE computations and phasor compensation. With the advent
of causality in PMUs, (Meng et al., 2017), the compensations now have a significant
impact on the PMU outputs. In these, different compensation schemes can be ap-
plied for a 3-phase, 6-input PMU by using voltage or current signal-based frequency.
These possibilities are not discussed in the literature.

• Effect of these different compensation schemes on TVE and other measurements
such as complex power and impedance has not been clarified.

• An extensive comparison of PMU performance based on their causal and non-causal
versions has not been presented in the literature.

• Stability assessment of power systems using causal and non-causal PMU estimates
has not been well explored, (Roy et al., 2013), (Kulkarni and Ballal, 2020).

To address the above concerns an integrated architecture for PMUs has been proposed in
this work.
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1.6.1.2 Improved Single-Phase Based Frequency Estimation

Due to the advent of micro-PMUs, -see section.1.2.1.3, (Dusabimana and Yoon, 2020),
(Von Meier et al., 2017), which are cheap alternatives for the current commercial PMUs,
the use of PMUs in distribution networks has gained importance. Although, consider-
ing the present synchrophasor landscape, the majority of PMUs are installed on trans-
mission networks. Therefore, most PMUs process three-phase signals and obtain posi-
tive sequence phasor estimates. The computation of positive sequence phasors naturally
eliminates the second harmonic component which is dominant in the single-phase phasor
estimates, (Phadke and Thorp, 2010). The use of such single-phase phasor signals for fre-
quency computation results in the amplification of the second harmonic component due to
the differential nature of the estimates, thus making them unusable as per the standard.

In order to achieve M-class PMU compliance, frequency estimates must satisfy the re-
quirements dictated by the inter-harmonic test given in the IEEE Std (2018). Several PMU
algorithms satisfy such requirements when the positive-sequence estimates are used, but
fail when tested on a single-phase basis. Compliance for such a test is achieved by the
use of additional filters in the phasor computing module or by using long windows with
excellent harmonic rejection, such as in Castello et al. (2014). From the literature it is
noted that for either single-phase or three-phase systems, which employ time-domain fre-
quency estimation methods, the IEEE standard based compliance requirements (especially
the inter-harmonic test) are not generally explored. Very few methods are described in
the literature which retain the simplicity and computationally light nature of the traditional
algorithms such as the DFT and yet provide frequency and ROCOF estimates which are
compatible with the latest IEEE standards especially for single-phase signals. This aspect
therefore deserves further investigating which is one of the objectives of this thesis.

1.6.1.3 Development of an Event Detection and Localization Tool

Due to the extensive installation of WAMS all over the globe, segregation and proper chan-
nelization of PMU data has become necessary. A single PDC which collects a massive
volume of data from a number of PMUs must be thoroughly analysed and intelligently
given to system operators in order for them to understand the current condition of the sys-
tem, as well as abnormal behaviour at various locations. Based on the analysed data, power
system operators can take appropriate decisions to bring the system back to normalcy in
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case of a disturbance scenario. Therefore, in order to detect, localize and classify anoma-
lies from the synchrophasor data provided by numerous PMUs installed in WAMS, event
analysis is necessary. Event detection, which is the first step in event analysis identifies
the onset of power system disturbances. This can be performed in an offline or an online
manner using time-stamped PMU estimates such as phasors, frequency and ROCOF. Once
an event detection algorithm flags the occurrence of an event, the next step is to zero in on
the exact location of the disturbance. This can be a portion of the grid where the event has
originated or where the events effects are observed. This process is known as event local-
ization. Identification of the affected portion of the power system as quickly as possible
enables the operators to separate out the portion of the grid (if necessary) in order to avoid
cascading outages. Compared to event detection, the event localization problem has not
been keenly pursued in the literature. This can be seen in Shaw and Jena (2020), Gajjar and
Soman (2014), where the authors use wide area frequency data from limited sources (two
or three PMUs/FDRs) for the event detection process, disregarding the state of the rest of
the grid. Therefore, in order to fully utilize the wide-area visualization capability of the
WAMS, data obtained from multiple PMUs installed throughout the power system must be
examined in order to accurately identify the occurrence of an event. Hence, this aspect of
event analysis deserves more attention.

1.6.2 Objectives and Major Contribution of the Thesis

The extensive literature survey undergone has helped identify several research gaps based
on which the objectives of the thesis are formulated as follows:

1. A study of the IEEE synchrophasor based standards: Before declaring a PMU to be
fit for practical applications, it has to pass the IEEE synchrophasor standard based
tests by providing error values less than those recommended by the latest standard.
Therefore, it is of utmost importance to compare the changes made to the IEEE
synchrophasor standard over the years and the requirements for P and M-class com-
pliance. In this regard, test procedures for static and dynamic conditions are clarified
including the steps for calculating the error values. PMU based on the one-cycle DFT
algorithm is used for the demonstration of compliance/non-compliance verification.
Special emphasis is given to time-tagging methods for synchrophasor samples and
their effects on the overall synchrophasor quality and end usage is studied.
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2. Development of a generalized integrated PMU architecture: A generalized architec-
ture also known as an “Integrated PMU architecture” is proposed which simplifies
the understanding and implementation of PMU modules. Different types of outputs
can be chosen from the Integrated architecture, depending on the requirement of the
power system operator. These outputs primarily differ according to the method used
for their group delay compensation. Several static and dynamic model based PMU
algorithms are implemented based on the integrated PMU architecture. Performance
comparison of different PMU algorithms implemented in the integrated architecture
environment, is conducted using the IEEE synchrophasor standard based tests. A 6-
input PMU based on the mentioned architecture is used in a 4-machine 10-bus power
system. Impact of different compensation methods on direct measurements (voltage,
current) and pseudo measurements (complex power, impedance) from the power sys-
tem is also demonstrated. Influence of the integrated PMU architecture estimates on
power system oscillation damping is also presented.

3. Improvement of frequency estimation using signal-reconstruction approach: In or-
der to achieve M-class frequency compliance, whilst retaining simple and computa-
tionally light phasor computing modules, a signal-reconstruction based approach is
proposed. This method helps to improve the frequency estimation performance of
DFT based methods even during frequency deviation and harmonic conditions. The
algorithm is implemented on a single-phase basis unlike the most PMU based fre-
quency estimation techniques. Despite that, the signal-reconstruction based method
provides estimates which are compliant with the stricter M-class limits. This makes
the approach even more appealing since precise single-phase frequency estimation in
PMUs is difficult to achieve especially during off-nominal frequency and out-of-band
interfering conditions due to the lack of natural elimination of the second harmonic
component. The signal-reconstruction block has been added as an augmented mod-
ule to several single-phase static and dynamic PMU algorithms thus keeping the core
structure of PMUs intact. Different IEEE based tests are conducted showing the
improved frequency and ROCOF estimation using the newly developed approach.

4. Application of WAMS in power system operation and control: Numerous applications
of WAMS/PMU data are demonstrated which include:

(a) Real-time application of WAMS data for power system control: WAMS data
obtained from across the power system is used as an input to a power system
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stabilizer in order to compare the damping performance during an oscillation
scenario. Pros and cons of different integrated PMU architecture outputs as
control signals is demonstrated. Several frequency and ROCOF based phase
angle compensation schemes are proposed for a causal PMU and their impact
on direct and pseudo measurements is also investigated.

(b) Application of different PMU signals for power system mode identification: A
rigorous analysis is conducted comparing the effectiveness of different signals
for mode identification. Effect of window length, start time and the data frame
rate on mode identification using PMU signals is studied. Comparison stud-
ies between frequency and ROCOF signals as potential candidates for mode
identification are conducted.

(c) Development of an event detection and localization tool: Data obtained from
multiple PMUs/PDCs spread over a wide area is analyzed using an event detec-
tion and localization tool for identification of different types of power system
events. Signal-processing based methods are employed for examining such a
massive volume of WAMS data at a time for event occurrences. An algorithm
is proposed to enable the operator to localize the area/substation at which the
event has occurred or which is affected the most, based on the number of PMUs
exhibiting anomalous behaviour. Effect of the threshold values on the event de-
tection and localization process is examined. A methodology to preemptively
identify a loss-of-synchronism scenario is devised. The technique is based on
monitoring the phase angle difference (PAD) signals across transmission lines.
Such a technique can be used to initiate PSB logic for distance relays in or-
der to avoid uncontrolled tripping across the power system leading to blackout
condition.

1.7 Organization of the Thesis

This thesis is divided into six chapters and are detailed below:

1. Chapter 2: elaborates on the static and dynamic test procedures required for the
IEEE synchrophasor standard compliance verification. A one-cycle DFT based PMU
is subjected to different test signals and its compliance is verified with respect to
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the latest standard. Several other static and dynamic PMU algorithms are also de-
scribed in this chapter including their group delay computation procedure. Three
time-tagging methods for phasor samples are also illustrated in this chapter.

2. Chapter 3: presents an integrated PMU architecture which provides synchrophasor
estimates useful for multiple WAMS applications. PMUs are implemented based
on the integrated architecture in a multi-machine transient stability environment as
SIMULINK models (“.mdl”) as well as MATLAB script files (“.m”). The imple-
mented PMUs are subjected to the IEEE synchrophasor standard based tests. Also,
a comparison between causal and non-causal estimates is made using standard test
signals. A three-phase six-input PMU based on the integrated architecture is used in
a 4-machine 10-bus power system to demonstrate the effect of compensation on the
PMU estimates. A power system stabilizer is designed based on the PAD signals to
illustrate the influence of causal and non-causal PMUs on the small-signal stability
of a power system.

3. Chapter 4: describes a signal-reconstruction based frequency estimation technique.
Phasor samples obtained employing different PMUs are used to reconstruct back the
time-domain signals. These reconstructed signals are used for obtaining frequency
using a Convolution Averaging filter and a Hilbert filter. Compatibility of these
estimates with the latest synchrophasor standards is also verified. Frequency and
ROCOF estimates obtained via the reconstruction-based methods are employed for
mode identification via Prony analysis and relevant specifications such as the damp-
ing ratio, frequency, order of the linear predictor, execution time, are also explored.
Some practical signals obtained from the ISO-New England power systems are used
to test the performance of the new frequency estimation technique.

4. Chapter 5: describes the development of an event analysis tool, focusing on the de-
tection and localization aspect. Non-training based signal processing methods such
as the wavelet transform and the standard deviation are applied to signals obtained
from multiple PMUs/PDCs to detect data outliers. An event localization logic is pro-
posed based on the output of the event detection process. Effect of the threshold com-
puting methods on the event localization aspect of event analysis is demonstrated. A
method for detection of an out-of-step condition using PAD signals is also presented.

5. Chapter 6: summarizes the contribution of the work presented in this thesis. In this
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chapter the future research work which can be undertaken related to the thesis is also
discussed.
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Chapter 2

SYNCHROPHASOR STANDARDS
AND PMU ALGORITHMS

2.1 INTRODUCTION

PMUs are subjected to a series of tests before they are deployed in wide area measurement
systems. Estimates provided by PMUs during these test scenarios must have error val-
ues less than those prescribed by the IEEE standards for synchrophasor measurements in
power systems. The continuous integration of renewable energy sources (RES) has wors-
ened the self-regulating capability of the power system, thereby increasing its vulnerability
to disturbances. This has led to more frequency fluctuations in the power systems along
with increased harmonic penetration due to the converters associated with RES. During
such conditions, accurate synchrophasor estimation is a challenging task which a conven-
tional PMU algorithm such as the Discrete Fourier Transform (DFT) cannot accomplish.
Hence, over the last two decades several state-of-the-art PMU algorithms have been sug-
gested which improve upon the conventional phasor estimation methods. Accuracy of the
estimates provided by these algorithms has been evaluated using the IEEE synchrophasor
measurement standard and its updates.

In this chapter, the IEEE synchrophasor measurement standard based test procedures
are detailed in such a way that they can be readily applied to test any PMU algorithm.
For illustration purpose, the DFT is presented as a PMU algorithm and its compliance is
verified with respect to the latest standard, (IEEE Std, 2018). Updates to the error limits
required for the protection : P-class and the measurement : M-class compliance are also
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highlighted for all the test cases. Several well known PMU algorithms are introduced
including details with respect to their synchrophasor, frequency and ROCOF estimation
modules. Various methods used to time-tag phasors are also illustrated using the one-cycle
DFT algorithm. Group delay associated with different PMU algorithms is also highlighted.
A basic comparison of PMU algorithms using different input signals is also presented.

2.2 Phasor Estimation Using DFT

Consider a sinusoidally varying signal, x(t) with nominal frequency ω0 and phase angle φ

as
x(t) = Xm cos(ω0t +φ) (2.1)

where Xm denotes the peak amplitude of the signal. Assuming a sampling frequency per-
taining to the nominal value given by f0N we get

x(n∆t) = Xm cos(2πn∆t f0 +φ) (2.2)

where ∆t = 1/( f0N) and n = 0,1,2,3........ The number of samples per cycle of the nom-
inal frequency f0 Hz is given by N. Now, the Fourier components of (2.2) are obtained
as,

Xc = a1 =
2
N

N−1

∑
n=0

x(n∆t)(cos(2πn/N)) (2.3)

Xs = b1 =
2
N

N−1

∑
n=0

x(n∆t)(sin(2πn/N)) (2.4)

Using (2.3) and (2.4), the phasor for a cosine signal is given by,

c̄1 = a1− jb1 = Xc− jXs (2.5)

The phasors given by (2.5) are denoted by a constant phasor for a nominal and a constant
amplitude input signal (Phadke and Thorp, 2010).

For illustration purpose, the deviation from the nominal frequency is evaluated from
phasors by estimating the rate-of-change of the phase angle obtained from (2.5) as follows,

∆ω =
dφ

dt
=

b1
d
dt (a1)−a1

d
dt (b1)

a2
1 +b2

1
(2.6)
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The derivatives in (2.6) are obtained by using the following approximate derivative func-
tion,

H(s) =
s

1+ sT
(2.7)

where T is assigned a very small value (say 0.01 s) so that sT << 1 in (2.7). The rate-of-
change of frequency (ROCOF) is calculated similarly by solving for the derivative of (2.6)
i.e., d(∆ω)/dt using the same procedure.

2.3 IEEE Standard Based Tests and Latency

To assess the correctness of measurements of PMUs during different conditions in a power
system, the IEEE standard (IEEE Std, 2011) has presented a list of tests that are to be
performed. These tests demonstrate the estimating, tracking and filtering ability of an algo-
rithm during various conditions in a power system. These tests are primarily divided into
two categories, namely steady-state and dynamic which are further divided as following:

• Steady-State tests: Which include, Off-nominal frequency test, Harmonic test and
Inter-Harmonic test.

• Dynamic tests: Which include, Measurement Bandwidth test, Ramp test and Step
test.

In IEEE Std (2005), IEEE Std (2011) it has been suggested that while computing the
errors all delays imparted by the PMU algorithm or its associated modules should be com-
pensated for, so that the theoretical and the computed quantities are in alignment with each
other when calculating the errors. In this regard, the phasor obtained using (2.5) is referred
to the center of the data window, so that these periodic delays are compensated. The phasor
X̄ referred to the center can be computed directly as,

X̄ =
2
N

N/2

∑
n=−N/2

x(n)e− j2πn/N (2.8)

However, this process introduces a time delay known as latency. The value of latency
depends on the size of the data window used by the algorithm and can be calculated as
follows:

LT = (Na)×∆t (2.9)
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where LT , is the latency in seconds and Na is the group delay associated with the algorithm
in terms of samples. In this chapter the procedures for all the IEEE based tests are provided
and the tests are conducted for a sampling frequency of 5050 Hz in order to have N = 101.
Thus, Na = N/2, considering an integer value.

2.4 Error Metrics for PMUs

The accuracy of the estimates provided by a PMU is determined primarily using the fol-
lowing three metrics,

1. Total Vector Error: The computed synchrophasor values differ from the theoretical
values in both amplitude as well as phase. In order to merge the two differences,
i.e. the amplitude difference and the phase difference, the IEEE standard for syn-
chrophasor measurements, (IEEE Std, 2005), (IEEE Std, 2011), suggested a quantity
called as the Total Vector Error (TVE). This parameter indicates the difference be-
tween a theoretical synchrophasor and the estimated synchrophasor, for the same
time-instant. The Total Vector Error value is normalized and expressed as per unit of
the theoretical phasor. TVE can be computed as,

TVE (%) =
c̄1− X̄T

X̄T
×100 (2.10)

where c1 represents the computed phasor and X̄T represents its corresponding the-
oretical counterpart. Synchrophasor measurement accuracy of PMUs is evaluated
primarily using the TVE criteria.

2. Frequency Error: The accuracy of the frequency estimates provided by a PMU
is evaluated using the frequency error metric. If fT is the theoretical value of the
frequency, the frequency error can be computed as

FE = fT − fc (2.11)

where FE represents the error in frequency estimates given in Hz, and fc represents
the frequency values computed by the PMU.

3. Rate-of-Change of Frequency Error: Similar to the frequency error estimates the
Rate-of-Change of Frequency Error (RFE) is computed as follows,
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RFE = ROCOFT −ROCOFc (2.12)

where RFE is the error in ROCOF given in Hz/s. ROCOFT represents the theoretical
values while as the computed ROCOF is given by ROCOFc.

The above mentioned values are obtained for all the IEEE synchrophasor standard tests
for each PMU and are compared with the set limits. The required error limits vary depend-
ing on the test involved and the class of PMU in question (whether the PMU being tested
is P or M class compliant). The tests required for compliance verification along with their
respective error limits are described in the following section.

2.5 Steady-State Tests

The three major steady state tests include the :

1. Static-off-nominal test

2. Harmonic test

3. Inter-harmonic test

The acceptable error limits for these tests as per the IEEE Std (2011) and the updated
IEEE Std (2014) are given in Table. 2.1. Several changes to the frequency and ROCOF
error limits can be seen, comparing the 2011 and the 2014 versions of the standard. The
TVE limits for the steady-state tests over the two updates have remained unchanged.

2.5.1 Static off-nominal frequency test

The following are the steps involved in the static off-nominal frequency test :

1. Step 1: Generate a time-domain signal with an off-nominal frequency (IEEE Std,
2018), such as

x(t) = Xm cos(2π( f0 +∆ f )t) (2.13)

where Xm represents the peak value of the signal and ∆ f represents the frequency
deviation in Hz.
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2. Step 2: Compute phasors of (2.13) using the PMU algorithm.

3. Step 3: Subject phasor samples to frequency and ROCOF estimations.

4. Step 4: Construct a theoretical phasor pertaining to the off-nominal frequency devi-
ation as

X̄T = Xme j(2π×∆ f )t (2.14)

5. Step 5: Here the theoretical frequency is f0 +∆ f and ROCOF is zero.

6. Step 6: Compute the Total Vector Error, frequency error and RFE using the computed
and the theoretical values obtained using the above steps.

Table 2.1: Comparison of IEEE benchmarks for steady-state tests (Frr > 20 fps).

Test type
FE Limit (Hz) RFE Limit (Hz/s) TVE Limit (%)

2011 Std 2014 Std 2011 Std 2014 Std 2011/2014
P Class M Class P Class M Class P Class M Class P Class M Class P/M Class

Off-nominal test 0.005 0.005 0.005 0.005 0.01 0.01 0.4 0.1 1Harmonic test 0.005 0.025 0.005 0.025 0.01 6 0.4 Suspended
Inter Harmonic test - 0.01 - 0.01 - 0.1 - Suspended 1.3

Observations: The TVE plots for a single phase 52 Hz and a 55 Hz off-nominal fre-
quency signal using the DFT are shown in Fig. 2.1, with the maximum values being equal
to 2.21% and 6.32%, respectively. The frequency and ROCOF are calculated using the
DFT based phasor samples and the respective maximum errors for a 52 Hz off-nominal
signal are 0.341 Hz and 31.16 Hz/s which can be compared with those given in Table. 2.1
for compliance verification.
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Figure 2.1: TVE plot for off-nominal frequency signals
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2.5.2 Harmonic distortion test

In this test the harmonic filtering capabilities of a PMU algorithm are put to test. The
following are the steps:

1. Step 1: Generate a time-domain signal polluted with harmonics of order ranging
from 2nd to 50th, one at a time, (IEEE Std, 2018), as shown below,

x(t) = Xm cos(ω0t +φ)+(kH×Xm cos(nω0t +nφ)) (2.15)

where n = 2,3,4.....50, φ is the initial phase angle of the time-domain signal and kH

is 0.01 for P class and 0.1 for M class.

2. Step 2: Subject the signal in (2.15) to the PMU algorithm.

3. Step 3: Phasor samples are used to obtain the frequency and ROCOF estimations.

4. Step 4: Construct a theoretical phasor pertaining to the nominal frequency signal as,

X̄T = Xme jφ (2.16)

5. Step 5: The theoretical frequency is f0 and ROCOF is zero.

Since the DFT method inherently filters out all the integral multiples of the nominal
frequency components, the value of TVE, the frequency error and ROCOF error are zero.

2.5.3 Out-of-band interference test / Interharmonic test

This test is performed to demonstrate the behaviour of PMU algorithms during the pres-
ence of out-of band frequency signals. A frequency fih can be called as out-of-band or
interharmonic if,

| fih− f0| ≥ Frr/2 (2.17)

where f0 denotes the nominal frequency and Frr denotes the phasor reporting rate. This test
is to be done only for M class PMUs (IEEE Std, 2011), (IEEE Std, 2018). The following
are the steps :
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1. Step 1: Generate a time-domain signal polluted with interharmonic frequencies cal-
culated in (2.17), as shown below,

x(t) = Xm cos(2π fbt)+0.1×Xm cos(2π fiht) (2.18)

where fb denotes the base frequency of the signal.

2. Step 2: Vary the interharmonic frequency fih, from the lower limit, i.e., 10 Hz to the
upper limit 2 f0, (IEEE Std, 2018), with the injection of one interharmonic frequency
at a time. The base frequency fb used for this test is also supposed to be varied in the
range given by (2.19), as per (IEEE Std, 2011),

f0−0.1(Frr/2)≤ fb ≤ f0 +0.1(Frr/2) (2.19)

where Frr/2 represents the Nyquist frequency of the reporting rate (IEEE Std, 2011).
For example, if Frr = 50, then 47.5 < fb < 52.5 Hz.

3. Step 3: Compute the phasor of the signal given in (2.18) using the PMU algorithm.

4. Step 4: From phasor samples obtain the frequency and ROCOF estimation.

5. Step 5: The theoretical frequency is fb and ROCOF is zero.

For fb = 50Hz and fih = 10Hz, the TVE plot is given in Fig. 2.2, with the error limits
for this test given in Table. 2.1. The TVE value for this test is 3.89% which is clearly
greater than the permissible limits, showing that the DFT method is incapable of filtering
out interharmonic frequencies.
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Figure 2.2: TVE plot for a signal with 10 Hz interharmonic
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The frequency and the ROCOF errors gave the maximum values as 0.567 Hz and 53.61
Hz/s, respectively.

2.6 Dynamic Tests

The major tests involving dynamic signals include,

1. Bandwidth test

2. Ramp test

3. Step test

Comparison of the error limits across the IEEE Std (2011) and the IEEE Std (2014) for all
these tests is listed in Tables. 2.2-2.4.

Table 2.2: Comparison of IEEE benchmarks for bandwidth compliance test (Frr > 20 fps).

Modulation Type Modulation Level
FE Limit (Hz) RFE (Hz/s) TVE limit (%)

2011 Std 2014 Std 2011 Std 2014 Std 2011/2014
P Class M Class P Class M CLass P CLass M Class P Class M Class P/M class

Amplitude+Phase kx = ka = 0.1 0.06 0.3 - - 3 30 - -
3Amplitude only kx = 0.1,ka = 0 - - 0.06 0.3 - - 2.3 14

Phase only kx = 0,ka = 0.1 0.06 0.3 0.06 0.3 3 30 2.3 14

2.6.1 Bandwidth test

This test checks the estimation capabilities of an algorithm during modulations in ampli-
tude as well as in the phase. As per the 2011 standard (IEEE Std, 2011), two variants of this
test are given, one is the combined amplitude and phase modulation, and one is the phase
modulation alone. But in the latest update of the standard (IEEE Std, 2014), (IEEE Std,
2018), the combined amplitude and phase modulation test has been removed and replaced
by only amplitude modulation due to reasons mentioned in (Martin, 2015), (Roscoe et al.,
2015). The following are the steps to perform bandwidth compliance test:

1. Step 1: Generate a time-domain signal as given below

x(t) = Xm[1+ kx cos(ωmt)]× cos[ω0t + ka cos(ωmt−π)] (2.20)
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where kx, ka, denote the amplitude and the phase modulation index respectively, the
values of which are fixed by the standard as 0.1 and ωm = 2π fmrad/s denotes the
modulation frequency (IEEE Std, 2018).

2. Step 2: Start the modulation frequency from a lower value and increase it in steps of
0.2 Hz till the upper limit for the class of PMUs is reached (2 Hz for P class and 5
Hz for M class) (IEEE Std, 2018).

3. Step 3: Obtain the phasors for the signal generated using step 1 and step 2.

4. Step 4: Using the phasor samples calculate the frequency and ROCOF.

5. Step 5: Construct the theoretical phasor pertaining to the signal given in step 1 as
shown below,

X̄T = Xm(1+ kx cos(ωmn∆t))∠ka cos(ωmn∆t−π) (2.21)

6. Step 6: Calculate the theoretical frequency and ROCOF using the derivatives of the
phase angle of the theoretical phasor given in step 5 as follows:

fT = (ω0/2π)− ka(ωm/2π)sin(ωmn∆t) (2.22)

ROCOFT =−ka(ω
2
m/2π)cos(ωmn∆t−π) (2.23)

The maximum value of TVE calculated for a 2 Hz and 5 Hz amplitude modulation is
0.2% and 0.52% respectively as shown in Fig. 2.3.
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Figure 2.3: TVE plot for amplitude modulated signals
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The frequency and the ROCOF errors for a 5 Hz amplitude modulation are 0.08 Hz and
7.90 Hz/s, even though the value of ka is zero. These values can be compared with the error
limits given in Table. 2.2.

2.6.2 Ramp test

The following are the steps to perform a frequency ramp test:

1. Step 1: Generate a time-domain signal as given below

x(t) = Xm cos(ω0t +πR f t2) (2.24)

where R f denotes the ramp rate in Hz/s.

2. Step 2: Set the initial frequency f0, (ω0 = 2π f0), in (2.24) to a lower value (45 or 48
Hz) depending on the class of PMU in question, and then ramp up the frequency at a
ramp rate of +1Hz/s till the upper limit (55 or 52 Hz) is reached, where it is held for
some time, (IEEE Std, 2018). The reverse is done for a negative ramp in frequency.

3. Step 3: Construct the theoretical phasor pertaining to the signal given in step 1 as
shown below,

X̄T = Xm∠πR f t2 (2.25)

4. Step 4: Calculate the theoretical frequency and ROCOF using the derivatives of
phase angle of the theoretical phasor given by (2.25), these values are given by the
following equations,

fT = f0 +R f n∆t (2.26)

ROCOFT = R f (2.27)

Whenever a ramp is initiated in time domain signal the FE and the RFE values may
increase and cross the permissible limits, this happens immediately after a ramp is applied.
The values of error around this time are discarded and not used for compliance verification.
The time period for which the values of error cannot be used is called as the exclusion time
interval and the frequency pertaining to that interval is called as the exclusion frequency
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deviation which is given as, (IEEE Std, 2011),

Fex = R f ×
n1

Frr
(2.28)

where n1=2 (P-class) or 7 (M-class), R f =Ramp rate and Frr=Reporting rate.

For example, for a 50 Hz system, with a reporting rate of 50 frames per second and a
uniform ramp rate of +1Hz/s, the exclusion frequency deviation as calculated using (2.28)
for a M-class PMU is 0.14 Hz, and hence the exclusion frequency is 45.14 Hz and 54.86 Hz
for the lower and the upper limits, respectively. This means that the measurements below
45.14 Hz and above 54.86 Hz are excluded for compliance verification. TVE for this case
is plotted in Fig. 2.4 with the error limits given in Table. 2.3.
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Figure 2.4: TVE plot for M class ramp test

The TVE values are highest immediately after the ramp is applied, equal to 6.56%.
The value of TVE reaches zero once the frequency attains a value of 50 Hz at t = 7 s in
the figure. Similar observations are true for frequency and ROCOF errors with maximum
values of 1.13 Hz and 73.85 Hz/s, respectively.

Table 2.3: Comparison of IEEE benchmarks for ramp test.

FE Limit (Hz) RFE Limit (Hz/s) TVE Limit (%)

2011 Std 2014 Std 2011 Std 2014 Std 2011/2014

P Class M Class P Class M Class P Class M Class P Class M Class P/M Class

0.01 0.005 0.01 0.01 0.1 0.1 0.4 0.2 1
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2.6.3 Step test

This test verifies the tracking capabilities of PMU algorithms to sudden changes in ampli-
tude or phase. The following are the steps to perform a step test:

1. Step 1: Generate a time-domain signal as given below

x(t) = Xm[1+ kxu(t)]× cos[ω0t + kau(t)] (2.29)

where kx,ka denote the step size of magnitude and phase respectively, whereas u(t)

denotes the step function, (IEEE Std, 2011).

2. Step 2: Initiate step in amplitude of 10% or a step in phase of π/18 rad (one at a
time), using the step function given in (2.29) at any time t.

3. Step 3: Construct the theoretical phasor pertaining to the signal given in step 1 as
shown below,

X̄T = Xm[1+ kxu(n∆t)]∠kau(n∆t) (2.30)

4. Step 4: The theoretical frequency is f0 and the ROCOF is zero.

2.6.3.1 Computation of delay

The delay time (td) is described as the time required by the output to reach half (50%) of
the final value after the application of a step (IEEE Std, 2011). For example, as shown in
Fig. 2.5, if the phase of a signal is stepped from 0 to π/18 rad at time ts s, and the output
signal attains a value of π/36 rad, say at time te s, the delay time can be given by td = te−ts.
For DFT based step test, the delay time as calculated from Fig. 2.5 is 0.01 s. This is also
treated as the periodic delay for the DFT.

2.6.3.2 Response time

On the other hand the response time (tr) is defined as the time interval between the time
instant when an error parameter, e.g, TVE, leaves the permissible limit mark, and then
enters back and remains within the limit (IEEE Std, 2011). The response time for the TVE
obtained for a step in phase (0 to π/18 rad) via the DFT method is shown in Fig. 2.6. The
response times obtained using the DFT method are 0.075 s for FE, 0.097 s and 0.113 s for
RFE (P and M class respectively) and 0.018 s for TVE.
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Values of maximum allowable response time and delay time as per the IEEE standards for
a nominal frequency of 50 Hz and a reporting rate of 50 fps are given in Table. 2.4.
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Figure 2.5: Phase angle plot for step in phase
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Figure 2.6: TVE plot for step in phase

Table 2.4: Comparison of IEEE benchmarks for response time and delay time in case of step
test.

Parameters
Response time tr(s)

2011 Std 2014 Std
P-Class M-Class P-Class M-Class

TVE 0.034 0.199 0.04 0.14
FE 0.07 0.130 0.09 0.28

RFE 0.08 0.134 0.12 0.28
Delay time td (s)

Magnitude/Phase 0.005 0.005 0.005 0.005
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2.7 PMU Algorithms

The DFT is a conventional algorithm that was used for phasor measurement during the ini-
tial stages of the synchrophasor revolution. The computationally light nature and excellent
integral harmonic performance made it appealing for phasor computation in power systems
(Phadke et al., 1983). But due to the introduction of the IEEE standard and its updates the
requirements for accuracy expected from PMUs have become more strict over the years,
(IEEE Std, 2011), (IEEE Std, 2018). This has rendered the basic DFT algorithm less suit-
able for modern PMU applications. Therefore, in order to comply with the latest IEEE
synchrophasor standard requirements, several PMU algorithms have been proposed based
on different phasor computing techniques. These algorithms are categorized based of the
models used for phasor estimation. These include,

1. Static-model based algorithms

2. Dynamic-model based algorithms

3. Adaptive algorithms

In this section static and dynamic model based PMU algorithms are discussed. The
static model based algorithms include,

1. PMU-A (P-class): Employs DFT with a three-point filter for phasor estimation. Pha-
sor samples are computed using the nominal frequency based one-cycle DFT and
the output phasor samples are filtered using a three-point averaging filter (Akke and
Thorp, 2010), (Phadke and Thorp, 2010).

2. PMU-B and PMU-B1 (P-class): Utilizes DFT with the IEEE P-class filter for syn-
chrophasor estimation. The IEEE P-class FIR filter is based on a triangular win-
dow as recommended by the IEEE synchrophasor standard (IEEE Std, 2011), (IEEE
Std, 2014), (IEEE Std, 2018). Frequency and ROCOF are computed using a time-
difference based approach.

3. PMU-E (M-class): This PMU is based on the Clarke transformation based DFT. This
method includes the use of quasi-positive sequence approach (Xia and Liu, 2009)
as well as the improved weighted least squares approach (Zhan and Liu, 2014) for
phasor estimation (Zhan et al., 2016).
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4. PMU-F (M-class): This PMU is based on the IEEE M-class filter. Phasor estimates
are obtained using a Hamming window based DFT, whose length varies according to
the reporting rate (IEEE Std, 2018).

5. PMU-G (P-class): This PMU employs the Interpolation based DFT technique in
conjunction with the Hanning window. Three highest magnitude estimates obtained
from the DFT spectrum are used to obtain a magnitude and phase angle correction
term (Derviškadić et al., 2017).

The dynamic phasor models used here include,

1. PMU-C (P-class): This PMU utilizes the weighted least squares technique to es-
timate phasors. Amplitude and phase angle values are approximated using second
order Taylor series polynomials in order to account for the dynamic behaviour of the
power system signals (De la Serna, 2010).

2. PMU-D (M-class): An improved weighted least squares technique is employed for
phasor estimation in this PMU. In addition to the fundamental, the second harmonic
component is also included in the Taylor-series approximation of the time-domain
amplitude and phase angle (Zhan and Liu, 2014). Frequency and ROCOF are com-
puted using a polynomial-based least squares approach.

2.7.1 DFT with 3PF (PMU-A)

Here, the phasor estimation module employs the conventional one cycle DFT given by
(2.3), (2.4) followed by a three-point averaging filter (Phadke and Thorp, 2010). The output
of the three-point averaging filter is computed as follows,

V̄3PF =
1
3

(
V̄ (n)+V̄ (n+N/6)+V̄ (n+2N/6)

)
(2.31)

where V̄3PF represents the filtered phasor and V̄ (n) is the nth phasor sample. It is to be
noted that N must be a multiple of 6 for the three point filter to work.

A 3rd order least square based technique is used to estimate the frequency and ROCOF
(Phadke and Thorp, 2010), (Guardado and Guardado, 2015), given as follows:
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


φ(∆t)

φ(2∆t)

φ(3∆t)

.

.

.

φ(N∆t)




=




1 ∆t (∆t)2 (∆t)3

1 2∆t (2∆t)2 (2∆t)3

1 3∆t (3∆t)2 (3∆t)3

. . . .

. . . .

. . . .

1 N∆t (N∆t)2 (N∆t)3







a0

a1

a2

a3




(2.32)

or
[φ ] = [H][A] (2.33)

or
[A] = [H]\[φ ] (2.34)

Note: The backslash command in MATLAB environment is used for solving a system
of linear equations.

Where, φ(N∆t) represents the phase angle at a time instant N∆t. The value of [A] can be
found using (2.34) in the least squares sense to yield the values of frequency and ROCOF
given by a1 and a2 respectively.

2.7.2 DFT with IEEE P-Class Filter (PMU-B and PMU-B1)

Here, the phasor estimation module employs the conventional one cycle DFT and a P-
class IEEE C-37 filter. To estimate frequency and ROCOF a sample-based approach is
realized (IEEE Std, 2018). The reference PMU structure given by the IEEE Std (2011),
and its updated version (IEEE Std, 2014), (IEEE Std, 2018), includes two variants of linear
phase FIR filters. These two filters are designed separately for P-class and the M-class
compliance. The P class filter is a fixed length filter using a 2-cycle triangular window.
Equation for evaluating the filter coefficients for P class filter is given in (IEEE Std, 2011),
(IEEE Std, 2014), (IEEE Std, 2018), as follows,

W (k) = 1−
( 2

N +2

)
×|k| (2.35)

where, k =−N to N and W (k) represents the filter coefficients.
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The frequency and ROCOF estimation methods are as given below (IEEE Std, 2018).

∆ f (i) =

(
φ(i+1)−φ(i−1)

)

4π×∆t
(2.36)

ROCOF(i) =

(
φ(i+1)+φ(i−1)−2φ(i)

)

2π×∆t2 (2.37)

Two implementation techniques for P-class filtering have been mentioned in IEEE Std
(2018). The first one involves one-cycle of DFT followed by 2-cycles of filtering (PMU-B),
while as in the other technique the triangular window of two fundamental cycle length is
directly used in conjunction with the phasor computation equation (PMU-B1). This leads
to a single stage for phasor computation and filtering. The equation used for PMU-B1 is
given in IEEE Std (2011), IEEE Std (2018), and is repeated here in the form of (2.38).

X̄(i) =

√
2

G

N/2

∑
k=−N/2

x(i+ k)W (k)e(− j(i+k)∆tω0) (2.38)

G represents the sum of the P-Class filter coefficients.

2.7.3 Maximally Flat Differentiators (PMU-C)

This PMU is only P-class compatible but is an improvement over the previously mentioned
static-model based PMUs which do not take into account the dynamic behaviour of the
phasor. The details of the PMU algorithm are given as follows.

Let s(t) be a time domain signal with an amplitude a(t) and phase φ(t),

s(t) = a(t)cos(2π f0t +φ(t)) (2.39)

s(t) can also be expanded as,

s(t) =
1
2
(p(t)e j2π f0t + p̄(t)e− j2π f0t) (2.40)

where p(t) = a(t)e jφ(t), the nominal frequency is given by f0 and p̄ represents the complex
conjugate of p.

For the purpose of phasor computation p can be approximated using a Taylor polyno-
mial of varying degrees. In De la Serna (2010) the authors suggest that using a 2nd degree
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polynomial leads to acceptable measurement accuracy, hence p(t) can be written as,

p(t) = p0 + p1t + p2t2 (2.41)

Hence, the signal s(t) can be approximated as,

S = BM (2.42)

where S=[s(−Nh), ....,s(0), ....,s(Nh)] with Nh being the sample index and M= [p̄2, p̄1, p̄0, p0, p1, p2].
B is the relation matrix, relating the time-domain signal to the coefficients which is given
in (2.43).

B =




(−Nh)
2e jNhω1 (−Nh)e jNhω1 (−Nh)

0e jNhω1 (−Nh)
0e− jNhω1 (−Nh)e− jNhω1 (−Nh)

2e− jNhω1

(−n)2e jnω1 (−n)e jnω1 (−n)0e jnω1 (−n)0e− jnω1 (−n)e− jnω1 (−n)2e− jnω1

0 0 1 1 0 0
(n)2e− jnω1 (n)e− jnω1 (n)0e− jnω1 (n)0e jnω1 (n)e jnω1 (n)2e jnω1

(Nh)
2e− jNhω1 (Nh)e− jNhω1 (Nh)

0e− jNhω1 (Nh)
0e jNhω1 (Nh)e jNhω1 (Nh)

2e jNhω1




(2.43)

Hence the coefficients can be estimated as,

M̂ = (B
′
B)−1B

′
S (2.44)

For better approximation of the polynomial coefficients the matrix B is weighted by an
appropriate window, such as Hamming, Hanning, Blackman etc, denoted here by matrix
W. The dimensions of the window matrix are same as that of the window length (Ld f t)
chosen for phasor computation,

W = diag(Ld f t) (2.45)

where diag(Ld f t) is the diagonal matrix with diagonal elements as window weights. It can
be used in (2.44) as follows,

M̂WLS = (B
′
W
′
WB)−1B

′
W
′
WS (2.46)

The final estimates are then given by the matrix M̂WLS = [p̄2, p̄1, p̄0, p0, p1, p2]. The
amplitude, phase, frequency and ROCOF are finally computed as follows (De la Serna,
2007), (Petri et al., 2014), (Radulović et al., 2019).
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A = 2×|p0|
φ = ∠p0

fF =
Im(p1 p̄0)

2π∆t×|p0|2

ROCOF =
1

π∆t2 ×
(

Im(p2 p̄0)

|p0|2
− Re(p1 p̄0)Im(p1 p̄0)

|p0|4

)
(2.47)

2.7.4 Improved Weighted Least Squares-Taylor Fourier (PMU-D)

This phasor measurement method is a direct improvement over the previous method. This
method as given by Zhan and Liu (2014), improves over the harmonic performance of
PMU-C by including the second harmonic component in the polynomial approximation.
The inter-harmonic performance of this method proves that this PMU is M-class compat-
ible. The improved weighted least squares Taylor Fourier method is described in detail in
the following text.

Standard nominal signal is given by (2.39), whereas a nominal signal along with a
second harmonic component can be written as,

s(t) = a(t)cos(2π f0t +φ(t))+bcos(2π(2 f0)t +θ) (2.48)

or
s(t) =

1
2
(p(t)e j2π f0t + p̄(t)e− j2π f0t)+

1
2
(qe j2π2 f0t + q̄e− j2π2 f0t) (2.49)

where p(t) = a(t)e jφ(t) and q = be jθ , f0 is the nominal frequency and p̄, q̄ represent the
complex conjugates of p,q respectively. Approximating p(t) using a 2nd order Taylor
polynomial

p(t) = p0 + p1t + p2t2 (2.50)

Approximation based on (2.42) can be used here as well with M= [p̄2, p̄1, p̄0, q̄,q, p0, p1, p2].
B for this PMU is given as follows.

B =




(−Nh)
2e jNhω1 (−Nh)e jNhω1 (−Nh)

0e jNhω1 e jNh2ω1 e− jNh2ω1 (−Nh)
0e− jNhω1 (−Nh)e− jNhω1 (−Nh)

2e− jNhω1

(−n)2e jnω1 (−n)e jnω1 (−n)0e jnω1 e jn2ω1 e− jn2ω1 (−n)0e− jnω1 (−n)e− jnω1 (−n)2e− jnω1

0 0 1 1 1 1 0 0
(n)2e− jnω1 (n)e− jnω1 (n)0e− jnω1 e− jn2ω1 e jn2ω1 (n)0e jnω1 (n)e jnω1 (n)2e jnω1

(Nh)
2e− jNhω1 (Nh)e− jNhω1 (Nh)

0e− jNhω1 e− jNh2ω1 e jNh2ω1 (Nh)
0e jNhω1 (Nh)e jNhω1 (Nh)

2e jNhω1




(2.51)
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The values of the coefficients given using M can be evaluated in the least squares sense

M̂WLS = (B
′
W
′
WB)−1B

′
W
′
WS (2.52)

where W represents the diagonal window matrix. The amplitude a(t) and phase φ(t) are
given using the coefficients in M̂WLS. The amplitude and the angle can be calculated as
a(t) = 2|p̄0| and φ(t) = ∠ p̄0, respectively.

Frequency Estimation: Angles as computed previously can be interpolated using a
second degree polynomial given by

φ(t) = φ0 +φ1t +φ2t2 (2.53)

or
φ(i) = φF0 +φF1(i−

(M+1)
2

)+φF2(i−
(M+1)

2
)2 (2.54)

where M is the number of angles used for frequency estimation. A window of angle
estimates represented using (2.54) can be written in a compact form given by (2.55).

φ = M f φcoe f (2.55)

where φcoe f = [φF0,φF1,φF2] and

M f (i, j) = (i− (M+1)
2

)( j−1) (2.56)

where i = 1,2, ..M, j = 1,2,3 and φ = [φ(1),φ(2×φstep), ...,φ(M×φstep)], where φstep is
the number of samples by which the frequency computing window is shifted. Using least
square fitting method, we can obtain the following,

φcoe f = (M
′
f M f )

−1M
′
f φ (2.57)

The final frequency can be computed as follows,

fF =
f0N

2πφstep
φF1 (2.58)

The same method is used for ROCOF computation, with frequency being approximated
using a second order polynomial, similar to that in (2.54).
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2.7.5 Clarke Transformation based-DFT (PMU-E)

In this method the emphasis is laid on totally eliminating the error caused by the second
harmonic component present in simple DFT based phasor analysis in order to obtain M-
class estimates. This error is primarily encountered when dealing with off-nominal or
amplitude modulated signals. Several algorithms such as Xia and Liu (2009) focus on
reducing the angle error caused by nominal DFT, while as Clarke Transformation based
DFT (PMU-E) eliminates this error completely (Zhan et al., 2016). As given in Phadke and
Thorp (2010), an off-nominal phasor computed using full-cycle DFT can be represented
as,

X̄r = P̄X̄e jr(ω−ω0)∆t + Q̄X̄∗e− jr(ω+ω0)∆t (2.59)

where, X̄r is the value of the off-nominal phasor at a frequency ω = 2π f = 2π( f0+∆ f ),
where ∆ f is the deviation in Hertz from the nominal value, X̄ is the value of the phasor when
the frequency is at nominal value i.e., ω = ω0 = 2π f0. P̄ and Q̄ are complex functions of
the frequency deviation ∆ f .

CT-DFT constructs an artificial signal with a DFT equal and opposite to that given in
(2.59), such that the error primarily due to the second harmonic component (given as Q̄) is
totally eliminated. The required DFT is given as below,

Ȳr = P̄X̄e jr(ω−ω0)∆t− Q̄X̄∗e− jr(ω+ω0)∆t (2.60)

Adding (2.59) and (2.60), we get,

Z̄ = 2× P̄X̄e( jr(ω−ω0)∆t) (2.61)

The Q̄ term has been eliminated as seen in (2.61). The crucial step involved in this method
is the construction of a signal with a DFT as given by (2.60), such that the Q̄ terms cancel
out each other and result in a second harmonic free phasor. The details of the CT-DFT
algorithm are described further in the following steps :

1. Step 1: The time-domain signal is first filtered using a simple moving average filter
of length equal to Lma f . For single phase measurements the quasi-positive sequence
method is used to generate three phase signals in order to further increase the algo-
rithm accuracy Xia and Liu (2009). No such thing is done when all the three phases
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are available. This method of artificially constructing the two phases leads to errors
in amplitude of the phasors, which is corrected later on.

2. Step 2: As previously discussed a signal whose DFT cancels out the Q̄ component
has to be devised in order to eliminate the angle error completely. This is done using
the Clarke’s transformation which computes two signals orthogonal to each other, as
given in (2.62).

Xαβγ = [Ck]× [xabc] (2.62)

where Ck is the Clarke’s transformation matrix given by

Ck =




2/3 −1/3 −1/3
0 1/

√
3 −1/

√
3

1/3 1/3 1/3


 (2.63)

and [xabc] is as a set of three phase signals. The value of Xγ is zero if the system is
balanced and Xα and Xβ have a phase difference of 90◦.

3. Step 3: In case phase b and c are artificially created the amplitudes of Xα , Xβ are not
ideal and need correction. This is done using the weighted least squares algorithm.

Xcor = 2|
Lm

∑
k=1

wk×Xα | (2.64)

where wk is the complex matrix employed for amplitude correction same as that
given in Zhan and Liu (2014), Xα is the signal in question and Lm is the length of the
window. This step is by-passed in case of a three phase system.

4. Step 4: The amplitude corrected signals, say Xcor1, Xcor2, have a phase difference of
90◦ as originally intended. These two signals are now subjected to DFT employing
the Blackman Harris window. The final phasor is then given by

Z̄ = (X̄c1 + e jπ/2X̄c2)/2 (2.65)

where X̄c1 and X̄c2 correspond to the DFT of signals Xcor1 and Xcor2 respectively.

5. Step 5: The magnitude attenuation due to the noise filter and the Blackman Harris
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window are accounted at the end as follows,

Z̄F =
Z̄

LMAF |H1(e jω1)||H2(e jω2)| (2.66)

where, Z̄F represents the magnitude compensated phasor, |H1(e jω1)| and |H2(e jω2)|
represent the magnitude attenuation caused by the noise filter and the window re-
spectively.

Frequency and ROCOF estimation: Polynomial approximations for the phase angle
in the second degree as given previously in case of PMU-D in (2.54) are slightly modified
in this method, shown as follows,

φ(i) = φF0 +φF1

(
i− (M+1)

2

)
(φstep∆t)+φF2

(
i− (M+1)

2

)2
(φstep∆t)2 (2.67)

The modified M f in this method is given as follows,

M f (i, j) = (i− (M+1)
2

×φstep)
( j−1) (2.68)

Similar to the previous PMU, using the least squares method, we obtain

[φcoe f ] = (M
′
f M f )

−1M
′
f [φ ] (2.69)

which gives the values of frequency. Similar technique is used for ROCOF computation,
where in (2.69), [φcoe f ] is replaced by [FRF ] = [FR1,FR2,FR3], M f is replaced by Mr f , cal-
culated as below,

Mr f (i, j) = (i− (LRF +1)
2

× fstep)
( j−1) (2.70)

where i = 1,2, ..LRF and j = 1,2,3. Where LRF is the number of samples used for ROCOF
computation and fstep is the step size used in the frequency window. Finally the ROCOF is
given by

RF = |R× fR| (2.71)

where RF is the ROCOF, R is the second row of the matrix (M
′
r f Mr f )

−1M
′
r f and fR =

[ fF(1), fF(2× fstep)... fF(LRF × fstep)].
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2.7.6 DFT with IEEE M-Class Filter (PMU-F)

PMU-F is based on the IEEE recommended M-class filter. This PMU is specifically de-
signed to provide measurement class compliant estimates. The trade off being the increased
window lengths and consequently the latency associated with it. The filter coefficients
W (k) for this PMU are computed as given by the IEEE standard (IEEE Std, 2018),

W (k) =
sin (2π2Ff rk)

Fsampling

2π
2Ff rk

Fsampling

×h(k) (2.72)

where, Ff r is the filter reference frequency, Fsampling is the sampling frequency and h(k) is
the hamming function. The filter order, as well as the filter reference frequency Ff r, used
for designing a M-class filter depend on the reporting rate of the PMU. Filter parameters
for different values of reporting rates (for both 50 and 60 Hz fundamental) are mentioned
in IEEE Std (2018). Authors in Roscoe et al. (2013) have provided methods for designing
M-class filters for any arbitrary reporting rate, based on the IEEE Std (2011).

The magnitude compensation term for the M-class filter is not provided in any iteration
of the synchrophasor standards till date. Without proper magnitude compensation during
frequency deviation conditions, the PMU fails to limit the TVE values to less than 1% for
deviations close to ±5 Hz. Authors in Gurusinghe et al. (2014) have provided a correction
term which compensates for the magnitude attenuation due to the M-class filter, the term is
denoted as Mcom and is computed as follows,

Mcom(i) =
1

sin (π( f0+1.15∆ f (i))
2 f0

(2.73)

Note: Frequency and ROCOF for PMU-F are computed using the polynomial based
least squares method as described for PMU-D.

2.7.7 Interpolated DFT (PMU-G)

The performance of most DFT based algorithms deteriorates during frequency excursion
scenarios due to the incoherent sampling which is a result of fixed length windows. The
spectral leakage problem encountered during static and dynamic off-nominal frequency
conditions is resolved by using interpolated DFT (PMU-G) in combination with suitable
windows thus enabling P-class compliance, (Derviškadić et al., 2017). For IpDFT imple-
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mentation a window length of at least two cycles is required. In case of incoherent sampling
the peak value of the fundamental component is situated between two consecutive DFT bins
(Derviškadić et al., 2017) and the signal frequency can be computed as,

f = (km +δ ) fR (2.74)

where δ is a fractional term, the value of which is between ±0.5. The other term i.e.,
km represents the index of the highest DFT bin which is ≥ 2, while as fR represents the
frequency resolution. For example, for a 50 Hz nominal frequency signal, (δ = 0), if a
window length of 2-cycles is used for the IpDFT computation, the frequency resolution,
i.e., fR = 1/(2× 0.02) = 25 Hz. The highest DFT bin, km = 2 (since a window length
of 2-cycles is used), and therefore f = (2+ 0)× 25 = 50 Hz. For hanning window based
IpDFT the value of the fractional term δ can be computed using the three highest DFT bins
of the spectrum as follows, (Macci et al., 2011), (Belega and Petri, 2013), (Derviškadić et
al., 2017), (Barchi et al., 2013)

δ = 2ε
|X(km + ε)|− |X(km− ε)|

|X(km + ε)|+2|X(km)|+ |X(km− ε)| (2.75)

where |X(km)| is the magnitude of the fundamental DFT bin and the value of ε depends on
the following conditions,

ε =+1 when |X(km +1)|> |X(km−1)|

or
ε =−1 when |X(km +1)|< |X(km−1)|

The amplitude and phase of the fundamental is corrected using the value of δ as follows

Xc = |X(km)|
∣∣∣ πδ

sin(πδ )

∣∣∣|δ 2−1| (2.76)

φ0 = ∠X(km)−πδ (2.77)

The formula for computing, δ , varies depending on the window used for DFT compu-
tation.

Note: The frequency and ROCOF values are computed using the method given in PMU-
D.
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The PMUs discussed in the previous section are summarized in Table. 2.5.

Table 2.5: List of three-phase and single-phase PMUs.

Three phase/Single phase
Model
used

Performance
class

Algorithm
used

PMU-A/PMU-1 Static P DFT with three point filter (Phadke and Thorp, 2010)

PMU-B Static P IEEE P-class filter (IEEE Std, 2011)

PMU-B1/PMU-2 Static P IEEE P-class filter version 2 (IEEE Std, 2011)

PMU-C Dynamic P Weighted Least squares (De la Serna, 2010)

PMU-D/PMU-3 Dynamic M Improved Weighted Least squares (Zhan and Liu, 2014)

PMU-E Static M Clarke’s Transform based DFT (Zhan et al., 2016)

PMU-F/PMU-4 Static M IEEE M-class filter (IEEE Std, 2011)

PMU-G/PMU-5 Static P Interpolation based DFT (Belega and Petri, 2013)

2.8 Group delay computation of PMUs

The group delays for different PMUs detailed earlier are listed below :

1. PMU-A : Group delay for phasor computation in case of PMU-A is N/2 correspond-
ing to the 1-cycle DFT, followed by N/6 for the three-point filter. The delay involved
in frequency and ROCOF computation is N samples.

2. PMU-B : For phasor computation the group delay is N/2 samples, followed by the 2-
cycle P-Class filter with a group delay of N samples. The frequency and the ROCOF
delay is approximately zero since IEEE sample based method is used.

3. PMU-B1 : Single stage is used for phasor computation and filtering hence the group
delay is given by N samples. Same frequency and ROCOF method is used as in
PMU-B.

4. PMU-C : In this PMU four cycles are employed for phasor computation i.e. 4N+1=
Ld f t , the group delay hence is given by (Ld f t − 1)/2. Frequency and ROCOF are
obtained simultaneously via the elements of the [M] matrix, hence both do not exhibit
any delay for this PMU.

5. PMU-D : Similar to the previous PMU the group delay is given by (Ld f t − 1)/2.
Frequency delay is given by M× φstep/2 and the ROCOF delay is given by LRF ×
fstep/2.
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6. PMU-E : For a 3-phase based PMU-E, the group delay exhibited by the averaging
filter is giving by (LMAF − 1)/2, followed by the group delay of the phasor com-
puting module given by (Ld f t −1)/2. Frequency delay is given by M×φstep/2 and
the ROCOF delay is given by LRF × fstep/2. For a single-phase based PMU-E an
additional delay is added to the phasor computational module given by N/3 samples,
corresponding to the quasi-three phase signal construction process.

7. PMU-F : Single stage is used for phasor computation and filtering. The group delay
is given by LMd f t/2 samples, which is dependent on the phasor reporting rate. The
frequency and ROCOF delay is similar to PMU-D.

8. PMU-G : Four cycles of the fundamental frequency signal are used for phasor es-
timation hence a total group delay of (Ld f t − 1)/2 samples is associated with the
IpDFT algorithm. The frequency and ROCOF delay is similar to PMU-D.

Table 2.6: Latency for different PMUs.

PMU Phasor Latency (s) Frequency Latency (s) ROCOF Latency (s)
DFT with 3PF

(PMU-A)
((N/2)+(N/6))×∆t

= 0.0133
N×∆t
= 0.02

N×∆t
= 0.02

DFT with IEEE P-Class Filter
Two-Stage (PMU-B)

((N/2)+(N))×∆t
= 0.03

0 0

DFT with IEEE P-Class Filter
Single-Stage (PMU-B1)

N×∆t
= 0.02

0 0

Max-Flat Differentiators
(PMU-C)

((Ld f t −1)/2)×∆t
= 0.04

0 0

Improved WLS-TF
(PMU-D)

((Ld f t −1)/2)×∆t
= 0.04

((M×φstep)/2)×∆t
= 0.0225

((LRF × fstep)/2)×∆t
= 0.0088

Clarke Transform based DFT
(PMU-E)

((Lma f −1)/2+(Ld f t−1)/2+(N/3))×∆t
= 0.052

((M×φstep)/2)×∆t
= 0.0225

((LRF × fstep)/2)×∆t
= 0.0088

DFT with IEEE M-class filter
(PMU-F)

(LMd f t)/2×∆t
= 0.0473

((M×φstep)/2)×∆t
= 0.007

((LRF × fstep)/2)×∆t
= 0.018

Interpolated DFT
(PMU-G)

(Ld f t −1)/2×∆t
= 0.04

((M×φstep)/2)×∆t
= 0.0225

((LRF × fstep)/2)×∆t
= 0.0088

The latency (group delay× sampling interval) associated with all the PMUs is summa-
rized in Table. 2.6. Also, as an example, values of latency for arbitrary values of sampling
rate, window length, etc, such as, f0 = 50 Hz, N = 24, ∆t = 1/( f0N) = 8.3× 10−4 s,
Ld f t = 4N + 1, Lma f = 31, M = 9, φstep = 6, LRF = 7, fstep = 3, are given in Table. 2.6.
For PMU-F, since the filter length employed for phasor estimation depends on the report-
ing rate, the parameters for latency calculation are slightly modified. For this PMU, the
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value of N = 30 and a reporting rate Frr = 50 fps is chosen, resulting in a window length
LMd f t = 142 samples (IEEE Std, 2018).

2.9 Time-Tag of Phasors

Synchrophasors can be computed either for single-phase or three-phase systems using any
of the previously described PMU algorithms. As given in (2.5) a single-phase phasor can
be represented as

c̄1 = a1− jb1 =Vc− jVs (2.78)

From the single-phase estimates the positive sequence phasor can be obtained as (Phadke
and Thorp, 2010),

c̄1p =
1
3
× (c̄1a +α c̄1b +α

2c̄1c) (2.79)

where α is equal to −0.5+ j0.866 or e j2π/3 and c̄1a, c̄1b and c̄1c are phasors pertaining
to individual phases, with abc-phase sequence.

In order to obtain a single phasor estimate, a window of data is used, say N samples,
as can be seen in (2.3), (2.4). As per Power System Relaying Committee (1995), the use
of a window of data provides an option to place the obtained phasor samples relative to the
window as follows:

1. Referred to the end (RE) approach: The phasor estimates are positioned at the end
of a window as when they are obtained without shifting. For example in Fig. 2.7(a),
a time-domain signal is sampled at a rate of 1 kHz ( f0=50 Hz), and is appended
with N = 20 zeroes at the beginning. Gradually as the window moves and starts
accounting the data points from the original input signal, the corresponding phasor
magnitude plot given by Fig. 2.7 (b) can be seen growing and eventually reaching
unity at 0.02 s when the rectangular data window given by WN is completely filled
up with samples from the input nominal frequency signal. Hence, appending a time-
domain signal with zeros is equivalent to referring the phasor estimate to the end of
the window, and is labelled here as RE (Referred to the end) approach.

2. Referred to the center (RC) approach: Most of the authors use this approach in
which the phasor estimate, though obtained at the end of a window, is placed at the
center of the data window as shown in Fig. 2.7 (b).
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Figure 2.7: (a) Time domain signal with zeroes appended. (b) Corresponding phasors referred
to different positions of the window.

3. Referred to the start (RS) approach: Here, the phasor estimate which is determined
at the end of a window, is referred to the beginning of the data window as shown in
Fig. 2.7 (b). Hence, the phasor magnitude is seen to be of unity magnitude from the
start itself.

2.9.1 Performance evaluation of PMUs based on RE-approach

For the PMU specifications employed in Table. 2.6, the phasor magnitudes for a 50 Hz
pure sinusoidal signal obtained using different PMUs are shown in Fig. 2.8. These phasor
estimates are referred to the end of the observation window based on the RE-approach.
Since the phasors are referred to the end of the window, the settling-time of the magnitude
estimates depict the exact observation window lengths required by each of the PMUs.

For example, for PMU-A, the DFT module uses a single cycle followed by a three-point
filter which uses one-third of the fundamental cycle, this amounts to a total of (0.02+0.02/3)
= 0.0267 s, approximately. The same time can be seen associated with the settling-time of
the magnitude plot corresponding to PMU-A in Fig. 2.8. Similar observations can be made
for the other remaining PMUs.
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Figure 2.8: RE-based phasor magnitude plots for different PMUs.

Based on the RE-approach, the frequency and ROCOF estimates obtained using some
of the PMUs have been shown here for the bandwidth compliance test. The phase of the
time-domain signals is modulated according to the IEEE Std (2018) using a modulation
frequency equal to 2 Hz. The frequency deviations and ROCOF obtained using these PMUs
are shown in Figs. 2.9 and 2.10, respectively.
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Figure 2.9: Frequency using different PMUs for bandwidth compliance test with fm = 2 Hz.

For example, in case of PMU-C, the frequency latency is approximately zero, given
in Table. 2.6. Therefore, the RE-based frequency estimates obtained using PMU-C are
delayed by approximately 0.04 s from the theoretical as can be seen from Fig. 2.9. A

71



Synchrophasor Standards and PMU Algorithms

similar observation can be made for ROCOF estimated using PMU-C which also is seen to
be delayed by 0.04 s, compared to the theoretical, -see Fig. 2.10.
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Figure 2.10: ROCOF using different PMUs for bandwidth compliance test with fm = 2 Hz.

The TVEs for the magnitude step test obtained for different PMUs are plotted in Fig.
2.11 and the response times for the same are given in Table. 2.7.
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Figure 2.11: TVE response for magnitude step using different PMUs.

It can be noted that as the observation window length for the PMU increases, the re-
sponse time also increases. For example, PMU-B1 employs a single-stage DFT using
2-cycles of the fundamental for phasor computation, whereas PMU-B involves two stages,
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one-cycle DFT followed by two cycles of filtering. This increases the overall observation
window length in case of PMU-B, which in-turn results in higher values of response time,
as can be seen from Table. 2.7.

Table 2.7: TVE response time for different PMUs for a step in magnitude.

TVE response time tr (s)
PMU-A PMU-B PMU-B1 PMU-C PMU-D PMU-E PMU-F PMU-G

0.022 0.0426 0.031 0.0494 0.0494 0.0568 0.062 0.0587

2.10 Summary of the Presented Work

This chapter provides a thorough insight into the static as well as the dynamic tests and their
respective error limits, required for compliance verification. The two most recent updates
of the standards (IEEE Std, 2011), (IEEE Std, 2014), are compared side by side in order
to emphasize the changes made to the TVE, FE and RFE requirements for P or M class
compliance. The following are the other topics discussed in this chapter,

1. Performance of the single-phase, one-cycle DFT algorithm is evaluated using the
latest IEEE synchrophasor standard. Both static and dynamic test signals are used as
inputs to the algorithm and the different error values are compared against the limits
set by the standard.

2. Further, a variety of PMU algorithms, based on both the static as well as the dynamic
model are described.

3. The techniques employed for phasor, frequency and ROCOF estimation by each of
these PMUs are elaborated upon. The group delay associated with each PMU is also
computed for arbitrary values of window length.

4. The RC, RS and RE based approaches for referring phasors in an observation window
are also discussed, with emphasis primarily on the RE-approach.

5. Phasor magnitude, frequency and ROCOF are obtained for various PMUs based on
the RE-approach employing different test signals.
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An integrated PMU architecture for implementing phasor algorithms based on the RE-
approach is presented in the next chapter. Based on this architecture, PMU-A to PMU-
G, have been implemented employing causal and a non-causal compensation and tested
following the IEEE synchrophasor standards. Application of the estimates obtained using
the integrated PMU architecture for power system protection and control purposes are also
demonstrated.
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Chapter 3

AN INTEGRATED PMU
ARCHITECTURE

3.1 INTRODUCTION

As discussed in the previous chapter, section. 2.9, the three methods used for time-tagging
phasors associate the computed PMU quantities to different points in an observation win-
dow. Most PMU algorithms compensate the group delay by simply using the RC-approach
which involves a certain latency. Such a latency can limit the use of synchrophasor es-
timates for control applications requiring a fast response time. Recently, a latency free
method for delay compensation was proposed in, Meng et al. (2017), resulting in the cate-
gorization of PMUs as causal and non-causal.

In this chapter, an integrated architecture for PMUs has been presented which accom-
modates both the causal and non-causal variants in a single PMU module. This enables
easy understanding of a causal PMU which involves real-time phase compensation, there
by preferring such PMUs for control applications over the non-causal option. It is also
brought out clearly that in the non-causal PMUs, both the phase and amplitude group de-
lay issues are handled by time-tag adjustments in an off-line fashion. This also facilitates
easy analysis of causal and non-causal methods for a given PMU algorithm. Using this
approach, multiple applications of a PMU can be illustrated in a single module. PMU
algorithms have been implemented based on the integrated architecture and tested as per
the IEEE standards. Various phase-angle compensation schemes have been suggested for
a causal-PMU to show the superiority of the bus voltage-signal frequency against the line
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current-signal frequency as the input for compensation. The influence of these schemes
on the line power flows and impedance measurements has been demonstrated. Further, a
causal and non-causal PMU-based PSS has been designed to illustrate the control applica-
tion of a WAMS system using a 4-machine power system. Stability of a power system is
assessed using causal and non-causal estimates, reflecting the effect of latency due to group
delay compensation on the small-signal stability.

3.2 Causality in PMUs: An Integrated PMU Architecture

A system which computes output at a certain time using inputs from the past and the present
is said to be causal in nature, while a system which uses future samples as well is referred
to as non-causal. Causality in PMUs is primarily introduced by group delay compensation
(Meng et al., 2017) and hence PMUs are generally considered as either causal or non-
causal type. However, in reality, all PMUs are actually of causal type with the RE based
approach for phasor estimation as shown in Fig. 3.1. The uncompensated output from
a PMU can be further processed in order to obtain causal or non-causal phasor estimates
as per requirement. Thus, a causal or a non-causal PMU results only at the group delay
compensation stage of the processing. This provides an integrated PMU architecture for
phasor estimation.

3.2.1 Basic PMU Block

In this block the estimation algorithm uses the RE approach, where it employs a window of
data consisting of N samples with a sampling interval equal to ∆t to obtain a single phasor
estimate at the end of the window when the time is equal to ta. Thus the RE approach
provides the fundamental scheme for phasor estimation in the basic PMU block. For an
observation window consisting of N samples, the phasor estimation process naturally offers
a group delay given by N/2 samples. This applies not only to algorithms but also to filters
with symmetrical parameters across the observation window. Therefore, the outputs of the
basic PMU block are inherently uncompensated with respect to group delays. In order to
compensate this group delay the following two procedures are generally employed, which
in-turn gave rise to the corresponding types of PMUs :

1. Non-Causal PMUs or Non-Causal Compensation
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2. Causal PMUs or Causal Compensation
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Figure 3.1: Integrated PMU architectures

3.2.1.1 Non-Causal Compensation

In this case, the group delay associated with the phasor is compensated simply by shifting
only the time-tag of a phasor sample as follows (see Fig. 3.2):

c̄nc(tPMU) = c̄(ta− tL) (3.1)

where c̄nc and c̄ represent the non-causal compensated and the uncompensated phasor es-
timates respectively, tPMU is the PMU-time, ta is the actual time and tL=∆t ×NL, is the
group delay in seconds (Meng et al., 2017). NL is the lumped group delay of the PMU in
terms of samples. It consists of Na, the algorithm group delay and N f , the filter group delay.
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Figure 3.2: Non-Causal PMU block

The above time-advancement just denotes the scheme of the RC-approach, where it
appears as if a phasor is computed using future signal samples signifying a non-causal
behavior. Hence in a non-causal PMU phasors are manipulated with a time-tag which
represents the center of the estimation window. When this manipulated time-tag variant of
the phasor is communicated in real-time, one observes that at a time ta a phasor sample with
a time-tag of tPMU is available, which represents an apparent delay in a PMU measurement
which is known as latency. The time-tag shifting surely does compensate for the group
delay but it also introduces the above mentioned latency which can render the PMU phasor
samples less applicable for real-time control.

This is demonstrated for a one-cycle DFT based PMU with a three-point filter (3PF)
(Akke and Thorp, 2010), (Phadke and Thorp, 2010), as shown in Fig. 3.3. The nominal
frequency f0 is 50 Hz, with one cycle of data in 0.02 s. The initial DFT algorithm based
observation window of N data samples is shown in Fig. 3.3(a). The calculated phasor
samples are then filtered using a 3PF, which has a window span of N/3 samples, as shown
in Fig. 3.3(b). The tPMU instant for a certain ta is also shown in the figure.

The total latency due to the algorithm along with a filter can be calculated as follows,

tL = NL×∆t =
(

Na +N f

)
∆t (3.2)

Where Na = N/2, is due to the one-cycle DFT and for the three-point filter the latency is
N f = N/6, Therefore,

tL =
(N

2
+

N
6

)
∆t (3.3)
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Hence,
tPMU = ta− tL (3.4)
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Figure 3.3: (a) Time domain signal with a DFT window. (b)Time-tag setting in a DFT based
PMU with a 3-point filter.

The uncompensated phasor from the Basic PMU block in Fig. 3.1 is then realigned
according to this newly created time vector using (3.1). This process of realignment using
PMU-time compensates for the group delay introduced by the algorithm and/or filter, and
provides a non-causal phasor.

• Such a time-tag shift for the phasors not only compensates the phase angle delay,
but also compensates the periodic delay associated with the amplitude if there is any
modulation in the amplitude of the phasor.

• The frequency and ROCOF available at the end of the basic PMU block as shown
in Fig. 3.1, are computed using phasors which are available at the immediate output
of the filter module. These phasor estimates being uncompensated in nature lead to
frequency and ROCOF estimates which are adrift from the theoretical values. Addi-
tional delay is then introduced depending on the frequency and ROCOF estimation
algorithms. This delay can be compensated by accounting for the value of latency
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introduced via these frequency/ROCOF estimation algorithms (in addition to the pre-
vious delay introduced by the algorithm and the filter). This leads to the introduction
of another time vector known as frequency time given as,

tF = ta f − tL− tLF (3.5)

where, tF denotes the frequency time vector, ta f denotes the actual time at the end
of the frequency estimation module employing the RE approach, and tLF denotes the
latency introduced by the frequency estimation method. Similarly, the ROCOF time
can be evaluated as

tRF = tar f − tL− tLF − tLR (3.6)

where, tRF denotes the ROCOF time vector, tar f denotes the actual time at the end
of the ROCOF estimation module employing the RE approach, and tLR denotes the
latency introduced by the ROCOF estimation technique.

3.2.1.2 Causal PMUs

In this type of PMU the group delay is compensated by means of a complex exponential
function (Meng et al., 2017) without manipulating the time-tag of the input uncompensated
phasor as shown below,

c̄c(ta) = c̄(ta)× e j∆ωc∆t×(NL) (3.7)

where
∆ωc = 2π[∆ f (ta)+(ROCOF(ta)×NL×∆t/2)] (3.8)

and c̄ and c̄c represent the uncompensated and the compensated causal phasor estimates
respectively.

It is clear that (3.7) with (3.8) are ideally valid during conditions when both the value of
frequency and ROCOF remains constant. In Fig. 3.4, we can see that a complex exponential
factor is evaluated and is multiplied with the uncompensated phasor which is the output of
the Basic PMU block. The output of the causal compensation block is a causal phasor with
time-tag same as that of the RE approach. Referring to Fig. 3.3, ta is the time-tag of the
phasor which is not manipulated in the causal compensation process. This leads to zero
latency. Further note that:
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• Compensation of only phase angle delay: The exponential term given by (3.7) mul-
tiplied with the uncompensated phasor without any time-tag shift, is seen to only
compensate the phase angle delay and not the periodic delay associated with the
amplitude of the phasor.

• Latency in frequency and ROCOF estimates: In causal PMUs the time at the end
of the frequency and ROCOF estimation window is used as the time-tag of the fre-
quency and ROCOF estimates. For example in case of a DFT-based PMU using a
three point filter, if the actual time at the end of the filter window as shown in Fig.
3.3 is ta s and N filtered phasors are used for frequency and ROCOF estimation, the
time-tag of the frequency and ROCOF estimates obtained using the causal PMU ar-
chitecture will be given by, ta +N∆t. Similar to the phasor samples, the frequency
and ROCOF samples obtained via causal PMUs are free from latency.

NOTE: In case of PMU algorithms, when real-time implementation is carried out there
is no way to perform non-causal computations. Non-causal nature is introduced basically
due to time-tag shifting. The definition of a non-causal PMU stems from the logic that in
order to obtain a phasor with a time-tag tPMU , samples of the signal pertaining to ta have to
be used, which represent the future samples (when compared with tPMU ). The conclusion
is that the causal and non-causal behaviors of PMU algorithms are solely as a result of
time-tag manipulation. Also in case of non-causal phasor estimates the time-tag shifted
version of the phasor is used for TVE calculations, hence TVE in case of non-causal PMUs
is given with respect to the PMU-time axis. In case of causal PMUs, since the time-tag is
not manipulated, the actual time itself is the PMU-time.

      ROCOF

Causal Phasor

Uncompensated
   Phasor

NL ×∆t

∆f j2π∆t×NL

eu
c̄c(ta)

c̄(ta)

Figure 3.4: Causal PMU block

This can be better visualized using the bandwidth compliance test as recommended by
the IEEE Std (2018), -see Section. 2.6.1. An amplitude modulated signal is used with
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a modulation factor of kx = 0.1 p.u and a modulation frequency of 2 Hz. The amplitude
computed using both the causal and the non-causal variants of DFT with 3PF (PMU-A) is
shown in Fig. 3.5. It can be seen that the amplitude periodic delay gets compensated for
the non-causal variant. However, for the causal PMU, the amplitude plot shows a delay in
the PMU output with respect to the theoretical value.

Figure 3.5: Amplitude computation using causal and non-causal PMU-A.

3.2.2 Modelling of PMUs

For the purpose of illustration, the model representation of PMU-B1 (a P-type) and PMU-D
( M-type) are given in Figs. 3.6 and 3.7, respectively.

Note that in both the models the causal and non-causal phasor estimates are available
demonstrating the integrated PMU architecture. In PMU-D, the relation matrix given by
(B
′
W
′
WB)−1B

′
W
′
W is precalculated as its value does not change. Based on the same

architecture, other PMUs (PMU-A to PMU-G) as described in Chapter. 2 have been im-
plemented. Causal and non-causal outputs obtained using these PMUs are checked for
compliance using the IEEE synchrophasor standard, (IEEE Std, 2011), (IEEE Std, 2014),
(IEEE Std, 2018), in the following section.
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3.3 Synchrophasor Standard Based Tests

In this section, different PMU algorithms are tested as recommended by the IEEE standard
for synchrophasors, (IEEE Std, 2014) in the integrated PMU architecture environment.
Causal and non-causal phasor outputs, along with frequency and ROCOF values are com-
pared with the theoretical signals for TVE, FE and RFE computations. It must be noted that
while for a particular test case the causal and non-causal TVE values might differ, (Meng
et al., 2017), the FE and RFE for both the variants are same since no on-line compensation
is applied for frequency and ROCOF estimates.

The tests in this section are performed for a nominal frequency of 50 Hz and the rest of
the PMU specifications are given in Table. 3.1. The number of samples per cycle as denoted
by N is chosen to be 90, for PMU-A to PMU-E and PMU-G. In case of PMU-F, which is
based on the IEEE M-class filter, value of N=30 is chosen, in order to avoid excessively
long length filters. PMU-F is designed for a reporting rate of 50 fps with a filter reference
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frequency, Ff r of 7.75 Hz and a filter order of 142 samples as given by IEEE Std (2018).
In case of PMUs which use time-difference based methods (similar to the one suggested
in IEEE Std (2018)) to estimate frequency and ROCOF, such as PMU-B, PMU-B1 and
PMU-C, the window length for frequency and ROCOF estimation is considered as zero,
see-Table. 3.1. This is because phasor values which are a few samples apart are used to
calculate frequency and ROCOF which results in a window length of just 2 or 3 samples.
The frequency and ROCOF window lengths in case of PMU-D, PMU-E, PMU-F and PMU-
G are given by φstep×M and fstep×LRF respectively. For example, in case of PMU-D, four
cycles of the fundamental are used for phasor estimation, i.e., Ld f t = (4× 90)+ 1 = 361
samples, as given in Table. 3.1. Similarly, for frequency estimation the the number of phase
angle samples used are 20 (M) with a step size of 15 (φstep), resulting in a window length
of 300 samples. In case of ROCOF computation, the number of frequency samples used
is 7 (LRF ) with a step of 3 ( fstep), resulting in a window length of 21 samples, -see Table.
3.1. These parameters can be adjusted accordingly in order to provide P-class or M-class
compliant estimates. All the tests are performed on positive sequence signals obtained
from a three-phase system. These tests are performed using PMUs implemented in the
MATLAB environment on an Intel core i7-4770, 3.4 GHz, 8 GB RAM computer.

Table 3.1: Window length details for different PMUs

Parameters−→
PMU↓

Samples per
cycle (N)

Phasor Est
Window Length

(samples)

Frequency/ROCOF
Est Window Length

(samples)
PMU-A 90 120 90
PMU-B 90 270 0/0
PMU-B1 90 180 0/0
PMU-C 90 361 0/0
PMU-D 90 361 300/21
PMU-E 90 361 375/21
PMU-F 30 142 100/21
PMU-G 90 361 54/21

3.3.1 Static off-nominal test

The input time-domain signal used for this test is given by (2.13). Signal frequency is varied
from the nominal by ±2 Hz for P-class testing and ±5 Hz for M-class testing, (IEEE Std,
2011), (IEEE Std, 2018). The error values for phasor, frequency and ROCOF estimates for
this test are given in Table. 3.2, with compliant estimates shown using grey color.
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1. It is observed that both the causal and non-causal variants of the PMUs provide ex-
actly the same TVE results. This demonstrates the successful group delay compen-
sation in the causal PMUs, especially during such static conditions resulting in the
same estimation accuracy as the non-causal PMUs.

2. Both static as well as dynamic model based PMU algorithms provide TVE values
which are well below the 1% limit, (IEEE Std, 2018) ,required for both P and M
class compliance.

3. Frequency errors obtained for all the PMUs are also less than 0.005 Hz ensuring
compliance with both the PMU classes.

4. Similarly, RFE values below 0.4 Hz/s (P-class) and 0.1 Hz/s (M-class) limits set by
the latest standard (IEEE Std, 2018) are obtained using all the PMUs.

Table 3.2: Error values for the static off-nominal test

fsig−→ ±2 Hz ±5 Hz
TVE (%) (1%) FE (Hz)

(0.005 Hz)
RFE (Hz/s)
(0.4 Hz/s)

TVE (%) (1%) FE (Hz)
(0.005 Hz)

RFE (Hz/s)
(0.1 Hz/s)PMU ↓ Causal Non-Causal Causal Non-Causal

PMU-A 0.05 0.05 6.5e-12 1.6e-9 0.12 0.12 1.2e-11 2.4e-9
PMU-B 0.14 0.14 5.3e-12 9.2e-8 0.35 0.35 1.36e-11 3.7e-7

PMU-B1 4.5e-3 4.5e-3 2e-10 3.5e-6 6.7e-3 6.7e-3 2.1e-10 3.7e-6
PMU-C 5.7e-3 5.7e-3 2.54e-10 6e-6 0.22 0.22 2.6e-10 6.2e-6
PMU-D 5.6e-3 5.6e-3 1.6e-11 3.8e-9 0.22 0.22 1.6e-11 4e-9
PMU-E 2.5e-7 2.5e-7 2.8e-9 3.5e-7 5.4e-7 5.4e-7 3.6e-8 8.2e-6
PMU-F 0.169 0.169 7.3e-13 1.3e-11 0.3 0.3 6.8e-13 1.4e-11
PMU-G 0.05 0.05 2e-9 6e-8 0.121 0.121 3.7e-8 8e-7

3.3.1.1 Effect of sampling frequency on PMU performance

The effect of sampling frequency on the performance of the PMU algorithms is shown here
for the static off-nominal test. The frequency is varied by ±2 Hz from the nominal 50 Hz
and the maximum TVE is noted for different PMUs employing a range of sampling fre-
quencies. The results are given in Table. 3.3. Slight performance improvement can be seen
in PMUs-A, B, F and G, when a higher sampling rate is used. Even though increased sam-
pling rate provides better estimation accuracy it substantially increases the computational
burden on the system.
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Table 3.3: Effect of sampling rate on PMU performance.

TVE (%) for ±2 Hz (1%)
f s 2.1 kHz 3 kHz 4.5 kHz 6 kHz

PMU-A 0.11 0.071 0.05 0.036
PMU-B 0.29 0.21 0.14 0.105

PMU-B1 4.5×10−3 4.4×10−3 4.4×10−3 4.4×10−3

PMU-C 5.647×10−3 5.62×10−3 5.6×10−3 5.59×10−3

PMU-D 5.64×10−3 5.62×10−3 5.6×10−3 5.59×10−3

PMU-E 2.362×10−8 2.32×10−8 2.3×10−8 2.28×10−8

PMU-F 0.672 0.484 0.183 0.03787
PMU-G 0.105 0.0743 0.05 0.0373

3.3.2 Harmonics test

The input time-domain signal used for this test is given in (2.15). The amplitude of the
added harmonic is recommended to be 1% or 10% (kH) of the fundamental signal ampli-
tude, for P and M class PMUs, respectively, (IEEE Std, 2018). The results for this test are
given in Table. 3.4 for M-class compliance verification. Maximum values of TVE, FE and
RFE over a range of harmonics (2 to 50) are noted. Harmonics close to the fundamental i.e.,
the first three (2nd, 3rd and 4th), primarily affect the performance of the PMU algorithms,
however the compliance is verified up to the 50th harmonic.

Table 3.4: Error values for the Harmonics test

Harmonic test kH = 0.1, h = 2 to 50
Max TVE (%) (1%) FE (Hz) (5e-3 Hz) RFE (Hz/s) (-)PMU Causal Non-Causal

PMU-A 6.7e-11 3.5e-11 6.2e-12 1.3e-9
PMU-B 6.5e-10 2.8e-11 1.6e-12 2.4e-9

PMU-B1 4.4e-7 3.7e-11 2e-10 3.5e-6
PMU-C 0.0533 0.0032 0.0015 0.0784
PMU-D 0.005 0.0023 4.1e-12 0.0077
PMU-E 1.5e-4 1.2e-4 3.5e-7 9e-5
PMU-F 0.0033 0.0032 2.6e-5 1.4e-4
PMU-G 1.9e-3 2.73e-4 3.3e-5 3.5e-4

1. All the PMUs are seen to comply with the latest standard limits for the harmonics
test with TVE values less than 1% for both causal as well as non-causal architectures.

2. PMUs such as PMU-A, B, B1, E, F and G provide accurate estimates for the integer
harmonics test since these PMUs are based on the DFT algorithm.

3. The frequency error values for all the PMUs are less than 0.005 Hz, which ensures
M-class compliance.
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4. It is noted that even though the RFE limits for the M-class harmonics test have been
suspended in IEEE Std (2014), the estimates provided via these PMUs are very ac-
curate.

Since all the PMUs comply with the stricter M-class requirements, they also comply
with the P-class requirements, hence the results are not presented in this report.

3.3.3 Inter-harmonic test/Out-of-band interference test

This test is performed for a reporting rate Frr of 50 fps and the input time-domain signal
used is given by (2.18). The base frequency values obtained for the selected reporting
rate are 47.5, 50 and 52.5 Hz. Inter-harmonic frequencies ( fih) of 10, f0±Frr/2,2 f0 Hz
are used to perform this test. As per IEEE Std (2018), this test is only recommended for
M-class PMUs and no RFE limits are prescribed. This test is the most demanding test
and requires dynamic PMU algorithms or traditional algorithms with additional filtering in
order to meet the recommended accuracy levels. The TVE and frequency error values for
this test for different of out-of band signals are given in Tables. 3.5-3.8.

Table 3.5: Error values for inter-harmonic frequency of 10 Hz.

fih −→ 10 Hz
fbase −→ 47.5/50/52.5 Hz

Error −→ TVE (%) (1.3%)
FE (Hz) (0.01 Hz)

PMU ↓ Causal Non-Causal
PMU-A 12/12.5/13.1 2.2/1.94/2.24 1.32/1.46/1.63

PMU-B 3.5/3.65/4.3 0.29/0.13/0.29 0.05/0.052/0.055

PMU-B1 6.3/7/7.9 0.68/0.56/0.56 0.21/0.22/0.24

PMU-C 4.4/3.7/4.7 0.35/0.34/0.35 0.033/0.01/0.05

PMU-D 0.36/0.37/0.38 0.36/0.34/0.355 0.003/0.001/5.6e-4

PMU-E 0.27/6.2e-3/0.27 0.27/4.4e-3/0.27 1.5e-5/2.3e-5/1.1e-5

PMU-F 0.32/0.002/0.32 0.32/0.002/0.32 2.7e-5/2.1e-5/4.9e-6

PMU-G 35/38/43 0.46/0.42/1.3 0.12/0.13/0.15

1. It is observed that only the non-causal versions of PMU-D, PMU-E and PMU-F
provide estimates which comply with the latest IEEE standards for all the given inter-
harmonic frequencies, since they are basically designed for M-class compliance.

2. Causal versions of PMUs-D, E and F fail to provide M-class compliant TVE esti-
mates for fih values of 25 Hz and 75 Hz. This can be attributed to the role of fre-
quency and ROCOF estimates involved in causal based phase-angle compensation.
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Table 3.6: Error values for inter-harmonic frequency of 25 Hz

fih −→ 25 Hz
fbase −→ 47.5/50/52.5 Hz

Error −→ TVE (%) (1.3%)
FE (Hz) (0.01 Hz)

PMU ↓ Causal Non-Causal
PMU-A 22.6/25/28 5.93/6.2/7.4 1.76/2.06/2.42

PMU-B 24.2/29.6/36.2 3.3/2.67/2.8 0.61/0.67/0.74

PMU-B1 18.3/21.9/26.3 4.8/4.2/4.09 0.96/1.06/1.18

PMU-C 29/34.3/41.5 4.8/4.74/4.75 0.35/0.43/0.55

PMU-D 1.37/3.2/4.03 0.73/0.67/0.73 0.0043/0.009/0.009

PMU-E 1.85/1.28/1.14 1.21/0.93/1.21 0.007/0.006/7.9e-4

PMU-F 0.33/0.02/0.33 0.33/0.019/0.33 1.9e-4/3.4e-5/2e-4

PMU-G 200/200/202 10.3/10.7/12.8 2.1/2.4/2.9

Table 3.7: Error values for inter-harmonic frequency of 75 Hz

fih −→ 75 Hz
fbase −→ 47.5/50/52.5 Hz

Error −→ TVE (%) (1.3%)
FE (Hz) (0.01 Hz)

PMU ↓ Causal Non-Causal
PMU-A 27.8/25/22.6 7.4/6.2/6 2.42/2.06/1.76

PMU-B 36.2/29.6/24.2 2.8/2.67/3.3 0.74/0.67/0.61

PMU-B1 26.3/21.9/18.3 4.09/4.2/4.8 1.18/1.06/0.96

PMU-C 41.5/34.3/29 4.75/4.74/4.75 0.55/0.43/0.35

PMU-D 4.03/3.02/1.37 0.74/0.67/0.74 0.0009/0.0009/0.0043

PMU-E 1.14/1.28/1.83 1.22/0.94/1.22 7.9e-4/0.006/0.0075

PMU-F 0.33/0.02/0.33 0.33/0.019/0.33 2e-4/3.4e-5/1.87e-4

PMU-G 202/201/201 12.8/10.7/10.3 2.9/2.4/2.1

Table 3.8: Error values for inter-harmonic frequency of 100 Hz

fih −→ 100 Hz
fbase −→ 47.5/50/52.5 Hz

Error −→ TVE (%) (1.3%)
FE (Hz) (0.01 Hz)

PMU ↓ Causal Non-Causal
PMU-A 0.05/5.2e-11/0.05 0.05/5.2e-11/0.05 7e-12/5.4e-12/7.2e-12

PMU-B 0.15/6e-10/0.15 0.15/2.3e-11/0.15 1.2e-11/1.2e-11/1.2e-11

PMU-B1 5.4e-3/4.4e-7/5.4e-3 5.4e-3/3.2e-11/5.4e-3 2e-10/2e-10/2e-10

PMU-C 1.55/0.66/1.33 0.07/0.06/0.07 0.04/7.3e-3/0.03

PMU-D 0.009/5e-10/0.009 0.009/1e-10/0.009 1.5e-12/4.1e-12/3.8e-12

PMU-E 0.26/6.8e-4/0.26 0.26/6.6e-4/0.26 6.5e-7/1.9e-6/3e-6

PMU-F 0.33/0.012/0.33 0.33/0.012/0.33 6e-5/9.1e-5/7.1e-5

PMU-G 0.94/0.52/0.91 0.77/0.006/0.77 0.001/0.001/0.001
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3. The TVE values for non-causal PMUs-D, E and F across all the inter-harmonic fre-
quencies are strictly less than 1.3%, as recommended by the standard (IEEE Std,
2018).

4. The frequency errors exhibited by these PMUs do not cross the 0.01 Hz standard
limit, (IEEE Std, 2018), hence validating their M-class compliance.

5. Most causal PMUs, such as A, B, B1, C and G, exhibit errors well above the permis-
sible limits due to poor frequency and ROCOF estimates which are used for angle
compensation in causal PMUs.

3.3.4 Bandwidth Compliance test

3.3.4.1 Amplitude modulation test

The time-domain signal prescribed by the IEEE Std (2018) for this test is given by (2.20).
The amplitude of the time-domain signal is modulated using a modulation factor kx = 0.1
p.u and a modulation frequency ( fm) of 2 Hz and 5 Hz for P-class and M-class testing,
respectively, (IEEE Std, 2018).

1. In case of causal PMUs, due to the absence of an amplitude compensation scheme,
the TVE values are high, as can be seen in Table. 3.9.

2. On the other hand, since the amplitude delay in case of non-causal PMUs is com-
pensated, it results in very low TVE values. An observation which can be made
from Table. 3.9 is that, higher the group delay associated with a PMU, higher is the
causal TVE in case of signals involving amplitude modulation. For example, PMU-F
which employs the IEEE-M class filter (IEEE Std, 2018) for phasor estimation with
reporting rate of 50 fps, a FIR filter of order 142 and a sampling frequency of 1.5
kHz results in a poor performance for amplitude modulation if causal estimates are
considered.

3. Due to the absence of phase angle excursions involved in the amplitude modulation
test the frequency and ROCOF errors exhibited by all the PMUs are well within the
required limits, see Table. 3.9.
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4. To summarize, all the non-causal PMUs meet the prescribed limits for both the PMU
classes. In case of causal PMUs, only PMU-A and PMU-B1 satisfy the requirement
limits for P class compliance, due to smaller window lengths.

Table 3.9: Error values for the amplitude modulation test

Amplitude Modulation kx = 0.1

fm−→ 2 Hz (P-class) 5 Hz (M-class)
TVE (%) (3%) FE (Hz)

(0.06 Hz)
RFE (Hz/s)
(2.3 Hz/s)

TVE (%) (3%) FE (Hz)
(0.3 Hz)

RFE (Hz/s)
(14 Hz/s)PMU ↓ Causal Non-Causal Causal Non-Causal

PMU-A 1.74 0.036 6.5e-12 1.6e-9 4.4 0.22 6e-12 1e-9

PMU-B 3.9 0.09 1.2e-12 3e-9 9.5 0.54 1.2e-12 3e-9

PMU-B1 2.6 0.06 2e-10 2e-6 6.5 0.37 2e-10 2e-6

PMU-C 5.2 6.3e-4 3e-8 5e-5 12.6 0.025 1.2e-6 8e-4

PMU-D 5.2 6.3e-4 3.7e-8 4.5e-7 12.6 0.024 1.3e-6 3.8e-5

PMU-E 5.2 0.145 8e-12 1e-9 12.3 0.88 8e-12 1.5e-9

PMU-F 7.1 1.5e-3 8e-13 1.3e-11 16.5 0.094 8e-13 1.3e-11

PMU-G 5.2 0.2 2e-9 5e-8 12.1 1.1 2e-8 1e-6

3.3.4.2 Phase Modulation test

The input signal to the PMUs for this test is given in (2.20). The amplitude modulation
factor is set to zero, while ka which represents the phase modulation factor, is set to 0.1 p.u.
Similar to the amplitude modulation test, the phase modulation frequency ( fm) is taken as
2 Hz for P-class compliance and 5 Hz for M-class compliance (IEEE Std, 2018).

1. For causal PMUs, if phase modulated signals are used as inputs, the group delay of
the computed phasor is compensated using the frequency and ROCOF values, via the
complex exponential term given in (3.7). The precision of the compensation depends
on the accuracy of the frequency and ROCOF estimates provided by the PMU.

2. The error values for both P and M class compliance verification are summarized in
Table. 3.10. Compared to the amplitude modulation test, the causal PMUs perform
significantly better, albeit not as accurate as their non-causal counterparts. All non-
causal PMUs provide TVE estimates less than 3% for both 2 Hz and 5 Hz modulation
frequencies.

3. FE exhibited by all the PMUs is less than 0.06 Hz and 0.3 Hz as required for P and
M-class compliance, respectively (IEEE Std, 2018).
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4. The RFE values for all the PMUs are also less than 2.3 Hz/s and 14 Hz/s, thus satis-
fying both P and M class requirements, as can be seen in Table. 3.10.

5. To summarize, several causal and most non-causal versions of the PMUs satisfy the
IEEE standard imposed limits for TVE, frequency and ROCOF for both the classes
in case of the phase modulation test.

Table 3.10: Error values for the phase modulation test

Phase Modulation ka = 0.1

fm−→ 2 Hz (P-class) 5 Hz (M-class)
TVE (%) (3%) FE (Hz)

(0.06 Hz)
RFE (Hz/s)
(2.3 Hz/s)

TVE (%) (3%) FE (Hz)
(0.3 Hz)

RFE (Hz/s)
(14 Hz/s)PMU ↓ Causal Non-Causal Causal Non-Causal

PMU-A 0.4 0.033 9.4e-4 0.011 2.44 0.198 0.011 0.31

PMU-B 0.048 0.08 1.6e-3 0.021 0.27 0.49 0.025 0.77

PMU-B1 0.048 0.054 1.2e-3 0.015 0.36 0.33 0.017 0.53

PMU-C 0.16 6e-4 2.2e-3 0.26 2.35 0.022 0.034 0.98

PMU-D 0.54 6.4e-4 1.3e-4 1.8e-3 5.45 0.023 2.9e-3 0.1

PMU-E 0.6 0.13 3e-3 0.04 5.6 0.8 0.043 1.38

PMU-F 0.8 2.2e-3 5.6e-3 0.14 7.5 0.09 0.084 4.8

PMU-G 1.92 0.85 0.021 0.25 6.2 0.95 0.24 7

3.3.5 Ramp Test

The time-domain signal used for the ramp test is given by (2.24) as recommended by the
IEEE Std (2018). For P-class testing, the frequency is set to 48 Hz and is then ramped up
to 52 Hz at a ramp rate of 1 Hz/s. The opposite is done for a negative ramp rate (IEEE Std,
2018).

1. The results compiled in Table. 3.11 show that the TVE values for all the PMUs are
well below the 1% limit set by the standard.

2. Both the causal as well as the non-causal PMUs provide similar estimates since the
phasor magnitude and ROCOF of the signals are constant for the frequency ramp
test.

3. Frequency estimates for the ramp test provided by all the PMUs also satisfy the P-
class criteria with FE values being less than 0.01 Hz.

4. RFE values are also less than 0.4 Hz/s for all the mentioned PMUs.
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In case of M-class testing, frequency of the input signal is started from 45 Hz and
ramped up till 55 Hz at a rate of 1 Hz/s. The results for this test are given in Table. 3.12.
TVE values for both the causal and the non-causal versions are less than 1%, thereby en-
suring M-class compatibility for phasor estimates. FE and RFE values obtained for all the
PMUs are less than the 0.01 Hz and 0.2 Hz/s limits set by the standard. It should be noted
that the error values from the exclusion interval for all the parameters are exempted for the
ramp test as suggested by IEEE Std (2014), IEEE Std (2018).

Table 3.11: Error values for the P-class ramp test

P-Class ramp (48−52) Hz
Error−→ TVE (1%)

FE (0.01 Hz) RFE (0.4 Hz/s)
PMU↓ Causal Non-Causal

PMU-A 0.05 0.05 3.72e-5 9.7e-8

PMU-B 0.15 0.15 1.2e-4 3.3e-7

PMU-B1 4.5e-3 4.5e-3 2.3e-4 1e-6

PMU-C 5.6e-3 5.6e-3 2e-4 3e-3

PMU-D 5.7e-3 5.7e-3 9.7e-6 5.5e-6

PMU-E 0.025 0.025 1.69e-4 8.9e-7

PMU-F 0.169 0.169 4.25e-4 4.8e-6

PMU-G 0.48 0.48 4.5e-3 2e-6

Table 3.12: Error values for the M-class ramp test

M-Class ramp (45−55) Hz
Error−→ TVE (1%)

FE (0.01 Hz) RFE (0.2 Hz/s)
PMU↓ Causal Non-Causal

PMU-A 0.122 0.122 3.8e-5 2e-7

PMU-B 0.36 0.36 1.2e-4 4.5e-7

PMU-B1 6.8e-3 6.8e-3 2.3e-4 3.4e-6

PMU-C 0.2 0.2 3.8e-3 0.02

PMU-D 0.211 0.211 1.8e-5 6e-6

PMU-E 0.046 0.046 1.72e-4 9.7e-7

PMU-F 0.41 0.41 4.4e-4 5e-6

PMU-G 0.567 0.567 4.5e-3 3.8e-6

3.3.6 Step test

3.3.6.1 Amplitude Step test

The time-domain signal used for this test is given by (2.29), where u(t) represents the step
function and kx (= ±0.1 p.u) is the magnitude of the amplitude step. In case of the step
test the result of concern is the response time. It denotes the time-difference between the
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instants when the error leaves the prescribed limit and returns back and stays within the
limit (1% for TVE, 0.05 Hz for FE, 0.4 Hz/s (for P) and 0.1 Hz/s (for M) in case of RFE)
(IEEE Std, 2018). The values of response time for the amplitude step test as obtained for
different PMUs are listed in Table. 3.13.

1. All the PMUs (causal as well as the non-causal) are seen to satisfy the M-class re-
sponse time requirements.

2. On the other hand, P-class requirements are fulfilled by all non-causal PMUs except
PMU-G.

3. Based on the causal architecture only PMU-A and B1 satisfy the P-class requirements
for the TVE response time.

4. All the frequency and ROCOF response times for this test are zero since no frequency
excursions occur when an amplitude step is initiated.

Table 3.13: Response time values for Amplitude step test

Amplitude step response time tr (s)

PMU ↓ TVE (0.04 s (P) and 0.14 s (M))
FE

RFE
Causal Non-Causal 0.09 s (P) / 0.28 s (M) P (0.12 s) M (0.28 s)

PMU-A 0.022 0.0169 0 0 0

PMU-B 0.0426 0.0257 0 0 0

PMU-B1 0.0307 0.0217 0 0 0

PMU-C 0.0494 0.0186 0 0 0

PMU-D 0.0494 0.0186 0 0 0

PMU-E 0.0568 0.0329 0 0 0

PMU-F 0.062 0.029 0 0 0

PMU-G 0.059 0.059 0 0 0

3.3.6.2 Phase Step test

Similar to the amplitude step test, the input signal to the PMU in case of the phase step
test is given by (2.29). The value of angle step, ka, as prescribed by the standard is ±π/18
radians. The TVE, FE and RFE response time values for this test are presented in Table.
3.14. It should be noted that the response time values are computed for a 50 Hz nominal
system with a reporting rate of 50 fps.

1. TVE response time requirements for M-class compliance are satisfied by all non-
causal PMUs.
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2. Similarly, the TVE response time requirements for P-class compliance are also ful-
filled by all non-causal PMUs except PMU-G.

Table 3.14: Response time values for Phase step test

Phase step response time tr (s)

PMU
TVE (0.04 s (P) and 0.14 s (M))

FE
RFE

Causal Non-Causal 0.09 s (P) / 0.28 s (M) P (0.12 s) M (0.28 s)
PMU-A 0.043 0.0198 0.0458 0.0461 0.0462

PMU-B 0.0591 0.032 0.0566 0.0598 0.0599

PMU-B1 0.0404 0.0264 0.0399 0.0402 0.0402

PMU-C 0.0748 0.0221 0.0738 0.0782 0.0797

PMU-D 0.0983 0.0221 0.089 0.0994 0.1026

PMU-E 0.1804 0.04 0.159 0.1697 0.1821

PMU-F 0.146 0.0364 0.102 0.116 0.152

PMU-G 0.0902 0.0663 0.079 0.092 0.095

3. For frequency error, response time limits for P-class PMUs are satisfied by all the
PMUs except PMU-E and F, see Table.3.14. On the other hand, M-class limits for
FE are satisfied by all the PMUs with response time values less than 0.28 s.

4. PMU-E also fails to satisfy the response time limits for P-class compliance, for RFE
signals. M-class compliance for RFE signals is achieved using all the PMUs with
response time values less than 0.28 s.

The results for all the tests are summarized in Table. 3.15.

Table 3.15: Compliance verification for all PMUs based on the integrated architecture using
IEEE synchrophasor standard signals.

Test case Compensation
method

PMU-A PMU-B PMU-B1 PMU-C PMU-D PMU-E PMU-F PMU-G
P M P M P M P M P M P M P M P M

Static Off-nominal Causal X X X X X X X X X X X X X X X X
Non-Causal X X X X X X X X X X X X X X X X

Harmonic Causal X X X X X X X X X X X X X X X X
Non-Causal X X X X X X X X X X X X X X X X

Inter-harmonic Causal - 7 - 7 - 7 - 7 - 7 - 7 - 7 - 7
Non-Causal - 7 - 7 - 7 - 7 - X - X - X - 7

Amplitude mod Causal X 7 7 7 X 7 7 7 7 7 7 7 7 7 7 7
Non-Causal X X X X X X X X X X X X X X X X

Phase mod Causal X X X X X X X X X 7 X 7 X 7 X 7
Non-Causal X X X X X X X X X X X X X X X X

Ramp Causal X X X X X X X X X X X X X X X X
Non-Causal X X X X X X X X X X X X X X X X

Amplitude step Causal X X 7 X X X 7 X 7 X 7 X 7 X 7 X
Non-Causal X X X X X X X X X X X X X X 7 X

Phase step Causal 7 X 7 X 7 X 7 X 7 X 7 7 7 7 7 X
Non-Causal X X X X X X X X X X 7 X 7 X 7 X
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3.4 Different Schemes for Angle-Compensation in an In-
tegrated Architecture for Causal PMU

PMUs computing both current as well as voltage phasors have been applied to power sys-
tems in Dotta et al. (2013), Guardado and Guardado (2015), without much insight into the
TVE calculations and the compensation aspect of the phasors. Now, with the introduction
of causality in PMUs, (Meng et al., 2017), the compensations have notable influence on the
PMU outputs. In a six input PMU (three-phase voltages and three-phase currents), two fre-
quencies and ROCOFs are available based on the positive-sequence voltage phasor and the
current phasor. Here, the voltage phasor denotes a bus voltage and the current phasor repre-
sents the current flowing in a line associated with that bus. Since the presented work mainly
deals with the power swings related slow dynamic phenomena, the network transients are
not modelled in the power system stability program and hence the DC components in the
input signal which decays quickly, are neglected in the analysis.

Voltage and current-based frequencies and ROCOFs can be used for magnitude and
phase compensation in a causal PMU, (Meng et al., 2017). Thus, availability of multiple
frequencies and ROCOFs leads to different schemes of compensation in the integrated
PMU architecture given in Fig. 3.8. These are listed as follows,

 PMU

 PMU

     PMU

 

Scheme 1

Scheme 2

Scheme 3

ωI

ωV I

Īps

ωV

V̄ps

Īps

V̄ps

Īps

V̄ps

vabc , iabc

Figure 3.8: Different schemes of compensation for causal PMU architecture.
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1. Scheme-1: Only the voltage-based frequency and ROCOF estimates are used for
magnitude and phase compensation of both the voltage as well as the current phasors.

2. Scheme-2: Only the current-based frequency and ROCOF estimates are used for
magnitude and phase compensation of both the voltage as well as current phasors.

3. Scheme-3: Here, both the current and voltage-based frequencies and ROCOFs are
employed in the PMU. The current and voltage phasors are compensated for magni-
tude and angle using their respective frequencies and ROCOFs.

For each of the above schemes, in addition to voltage and current phasors, real and
reactive powers are estimated to obtain the line flows.

3.4.1 Effect of schemes of compensation on power calculations

Following Scheme-3, the phase angle compensation is applied as follows:

The causal voltage, V̄c and the uncompensated voltage estimate V̄uc are related as,

V̄c = V̄uc× e jωV ∆tNL (3.9)

Similarly, the causal current, Īc and the uncompensated current estimate Īuc are related as,

Īc = Īuc× e jωI∆tNL (3.10)

Hence, the complex power, S̄c calculated using the causal estimates is given by,

S̄c = V̄c× Ī∗c (3.11)

where * represents the complex conjugate operation. The compensated voltages and cur-
rents can be expanded in-terms of their respective magnitudes and phase angles as,

S̄c = |V̄uc|e jθV e jωV ∆tNL× (|Īuc|e jθI e jωI∆tNL)∗ (3.12)

or
S̄c = |V̄uc||Īuc|e j(φ+(ωV−ωI)∆tNL) (3.13)
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where φ = θV −θI . Using (3.13) the active and reactive power can be written as,

Re(Sc) = Pc = |V̄uc||Īuc|cos(φ +(ωV −ωI)∆tNL) (3.14)

Im(Sc) = Qc = |V̄uc||Īuc|sin(φ +(ωV −ωI)∆tNL) (3.15)

Note : In Scheme-1 and Scheme-2 the argument of the trigonometric functions in (3.14)
and (3.15) reduces to φ . Hence, the active and reactive power obtained using the causal
PMU is exactly identical to that in the non-causal PMU given by Snc, as follows,

Sc = Snc = |V̄uc||Īuc|e jφ (3.16)

In order to analyse the phase compensation effects in causal PMU following different
schemes of frequency/ROCOF usage, case studies are carried out which include a small-
signal stable case, small-signal unstable case and a large disturbance condition.

3.4.2 Case-1 : Small-Signal Stable Condition

In this case a three-phase fault is simulated at 0.1 s at bus-10 of a 4-machine 10-bus power
system shown in Fig. 3.9. The fault is cleared after 0.05 s, without any line tripping,
(Shubhanga, 2018). The power system modelling details are enumerated below:
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1 6 8 7 3
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5
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Figure 3.9: A 4-machine 10-bus power system.

• Generators are modeled pertaining to the 2.2 model with single time-constant static
exciters.
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• Load is modeled as constant impedance type.

• The network transients are neglected by representing the network by an admittance
matrix.

• The simulation is carried out in MATLAB/SIMULINK.

• PMUs are implemented in the multi-machine transient stability environment as SIMULINK
models (”.mdl“) as well as script files (“.m”).

The rotor angle plots for such a small duration fault are shown in Fig. 3.10. The
figure shows that generators in area 1 (G1 and G2) oscillate together against the other two
generators in area 2 (G3 and G4) of the system. For this case, PMU-B1 with six inputs has
been placed at Bus-9 with the arrangement as shown in Fig. 3.9.

0 2 4 6 8 10 12 14 16 18 20
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

Rotor angle variation for case 1

Time (s)

R
o

to
r 

a
n

g
le

 (
ra

d
)

 

 

G2

G3

G4

G1

Figure 3.10: Rotor angle plots for case-1.

The time-domain plots for instantaneous voltage and currents used as inputs by PMU-
B1 have been given in Fig. 3.11 for phase a. From Fig. 3.12 it can be clearly seen that the
frequency of the voltage and current signals is different under dynamic conditions.

3.4.2.1 Voltage and Current TVE calculations

Due to the availability of two frequencies and ROCOFs, based on the voltage and the
current signals, three compensation schemes as described previously, have been used and
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TVE are computed. Effects of these compensation schemes on the power calculations are
also estimated.
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Figure 3.11: Time-domain plots for instantaneous voltage at bus-9 and current through line-1
for case-1.
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Figure 3.12: Frequency using voltage and current phasor for case-1.

1. Scheme-1: This scheme leads to lower values of voltage TVE at the cost of increased
current TVE, since voltage-based frequency and ROCOF are used for magnitude
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and causal phase compensation even for current phasors. The causal and non-causal
TVEs for voltage and current using this scheme of compensation are given in Fig.
3.13.
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Figure 3.13: TVE for current and voltage at Bus-9 using Scheme-1 for case-1.

2. Scheme-2: This scheme of compensation leads to lower values of current TVE at
the cost of increased voltage TVE, since current-based frequency and ROCOF are
used for magnitude and causal phase compensation of voltage phasors. The causal
and non-causal TVEs for voltage and current using this scheme of compensation are
given in Fig. 3.14. Note that, the voltage TVE is nearly ten times greater than that
obtained using the previous scheme (see Fig. 3.13), whereas the current TVE is more
or less similar to that obtained using the previous scheme.

3. Scheme-3: In this scheme, since both the voltage and current based frequency and
ROCOF are used, the lowest possible TVE is obtained for both the phasors, as can
be seen in Fig. 3.15. The TVE obtained for the current phasor is identical to that
obtained using Scheme-2, while, the TVE obtained for the voltage phasor is equal
to that obtained using Scheme-1. In all three schemes, the TVEs for the voltage and
current phasors are the lowest for the non-causal PMU version. With Scheme-2, the

100



An Integrated PMU Architecture

TVE of the voltage phasor suffers to a greater extent than that of the current phasor
in Scheme-1 for the causal PMU.
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Figure 3.14: TVE for current and voltage at Bus-9 using Scheme-2 for case-1.
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Figure 3.15: TVE for current and voltage at Bus-9 using Scheme-3 for case-1.
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3.4.2.2 Power calculation: Small-signal stable case

Now, that both the voltage and the currents are being estimated by the PMU, the complex
power can be calculated as an indirect measurement using (3.13). The active and reactive
power plots obtained employing different schemes of compensation are given in Figs. 3.16
and 3.17 respectively. It can be seen in the active power plots that Schemes-1 and 2 lead
to identical measurements as that of the non-causal estimates, with the computed active
power lagging the theoretical by the group delay. Similarly, in case of the reactive powers
as given in Fig. 3.17, Scheme-1 and Scheme-2 yield the same results as the non-causal
values, since the value of ωV −ωI=0 in (3.13). However, for Scheme-3, since the value of
ωV −ωI 6= 0, there is a difference in the causal and the non-causal based power estimates,
with the reactive power plot showing a greater delay.

Figure 3.16: Active power flowing through line-1 using different schemes of compensation for
case-1.

102



An Integrated PMU Architecture

Figure 3.17: Reactive power flowing through line-1 using different schemes of compensation
for case-1.

The per unit errors in the active and the reactive powers using scheme 1 and scheme
3 are given in Fig. 3.18. The errors using the three schemes are alike for the most part
except for the causal PMU-B1 where scheme 3 is employed leading to a non-zero value
of ωV −ωI . This leads to a variation in the active and the reactive power estimates which
are seen to further drift from the theoretical values resulting in a higher value of error. The
values of error for this case are summarized in Table. 3.16.

Table 3.16: Maximum error value comparison for stable Case 1

PMU type→ Causal PMU Non-Causal PMU
Error↓ Scheme-1 Scheme-2 Scheme-3 Scheme-1/2/3

Voltage TVE (%) 0.0263 0.31 0.0263 1.1×10−3

Current TVE (%) 1.92 1.88 1.88 0.0138

Active Power Error (p.u) 0.0123 0.0123 0.0117 0.0123

Reactive Power Error (p.u) 7.3×10−4 7.3×10−4 2.85×10−3 7.3×10−4
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Figure 3.18: Error in active and reactive power flow through line-1 using Scheme-1 and
Scheme-3 based compensations for case-1.

3.4.3 Case-2 : Small-Signal Unstable Condition

In this case study a modified 4-machine-10-bus power system is used. Two of the three lines
connecting buses 9 and 10 are not functional, hence, line-1 alone serves as a connection
between area 1 and area 2. With this system in place, a three-phase fault with a fault
initiation time of 0.5 s and a duration of 0.05 s is applied to bus-9, (Shubhanga, 2018).
The rotor angle plots for all the four generators are shown in Fig. 3.19. The rotor angle
oscillations can be seen increasing with time and hence the system can be attributed as
small-signal unstable.
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Figure 3.19: Rotor angle plots for case-2.
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Now, for the six-input PMU as shown in Fig. 3.9 the instantaneous current and the
voltage input signals for phase-a, when the system is small-signal unstable, are given in
Fig. 3.20.
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Figure 3.20: Instantaneous voltage for bus-9 and current through line-1 for case-2.

The bus-9 voltage frequency and the line-1 current frequency values for this case are
shown in Fig. 3.21. Similar to the previous case, the voltage and the current based fre-
quency estimates are different which effect the estimates obtained using causal PMUs.
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Figure 3.21: Current and Voltage based frequency for case-2.
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3.4.3.1 TVE and Power Error calculations

The errors obtained using the proposed compensation schemes are summarized in Table.
3.17. The voltage TVE obtained employing Schemes-1 and 3 is similar, since the voltage
based frequency and ROCOF are used for compensation in both the schemes. Whereas,
while using Scheme-2 based compensation the voltage TVE is relatively higher (1.01% as
compared to 0.116% ). In case of the current phasor compensation all the schemes result
in similar TVE values. The current TVE values are less effected by Scheme-1 (ωV ) based
compensation, whereas the voltage TVE values are effected to a much higher degree if
Scheme-2 (ωI) based compensation is used. Active power estimates obtained using all the
schemes are similar, whereas reactive power obtained using Scheme-3 based compensation
is slightly better than Schemes 1 and 2.

Table 3.17: Error value comparison for Unstable Case 2

PMU type→ Causal PMU Non-Causal PMU
Error↓ Scheme-1 Scheme-2 Scheme-3 Scheme-1/2/3

Voltage TVE (%) 0.116 1.01 0.116 0.005
Current TVE (%) 4.9 4.87 4.87 0.048

Active Power Error (p.u) 0.068 0.068 0.066 0.068
Reactive Power Error (p.u) 0.033 0.033 0.011 0.033

3.4.3.2 A Large Disturbance Condition

This case study is performed using the same modified 4-machine 10-bus power system as
used in the small-signal unstable case. A fault is applied on bus-9 with a fault initiation
time of 0.5 s, but the fault duration is increased from 0.05 s to 0.1 s. The time-domain
voltage for bus-9 and line-1 current for this disturbance are shown in Fig. 3.22. Due to
a comparatively large fault duration, the angle separations in this case are large, hence
fluctuations in the current signal are more compared to the voltage signal. The frequency
estimated using the voltage and the current signal is shown in Fig. 3.23 which clearly shows
high peaks in the current signal. Hence, angle as well as magnitude compensation with
Scheme-2 and Scheme-3, i.e., using ωI and ωV I based compensation factors, fails in such
scenarios. Therefore, during such large disturbance conditions only Scheme-1 i.e., ωV ,
based compensation is feasible, due to bounded nature of the voltage frequency estimates.

The following are some of the findings from the case studies:
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• The choice of schemes dominantly influences the causal PMU estimates than that of
the non-causal PMUs. This is because frequency value is used only in the magnitude
compensation of the non-causal phasor estimates. However, in the causal variant
the magnitude as well as the angle compensations are done using the frequency and
ROCOF values.
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Figure 3.22: Instantaneous voltage for bus-9 and current through line-1 for a large disturbance.

• Accuracy of power estimates is less effected by different schemes.

• Though Scheme-3 accurately compensates the magnitude attenuation as well as the
phase delays introduced by a PMU, due to erroneous estimates of current-based fre-
quency (and ROCOF) under unstable system conditions (large disturbances), see Fig.
3.23, Scheme-1 is the only available option.

• From Tables. 3.16 and 3.17, it can also be seen that current phasors compensated
using Scheme-1 (ωV ) suffer to a lesser extent in terms of TVE when compared to
voltage phasors, if compensated using Scheme-2 (ωI).

• Based on the above observations it can be stated that for system protection/control
applications Scheme-1 is a reliable option. However for monitoring/measurement
application, any scheme may be chosen depending on accuracy of estimates desired,
taking care to see that the system is operating under normal conditions.
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• For numerical relay application, where it is expected to operate in one or two cycles
of the fundamental period under transient system condition, say to detect fault on a
line, these compensation schemes are of little importance.

• Accurate estimation of frequency under unstable operating conditions of a power
system is a real challenge. This also influences the choice of a scheme.
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Figure 3.23: Frequency using voltage and current phasor for a large disturbance.

3.4.4 Impedance calculations

The apparent impedance (zapp) as seen at a bus can be computed using the ratio of the
voltage phasor at the bus and the current flowing out of the bus into the line. This can be
shown as follows,

zapp =
V̄c

Īc
=

V̄uc× e jωV ∆tNL

Īuc× e jωI∆tNL
(3.17)

As can be seen from (3.17), if schemes 1 and 2 are employed the causal and the non-causal
impedance estimates will be similar. Scheme-3 based impedance varies depending on the
difference frequency component i.e., (ωV −ωI).

Due to the transient nature of the current frequency estimates especially during unstable
scenarios only Scheme-1 based impedance plots are given here.
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3.4.4.1 Small-signal stable case

The ratio of the bus-9 voltage phasor and the current leaving the bus-9 is computed. Both
the voltage and the current phasors are obtained using the six-input PMU-B1 employing
Scheme-1 based compensation. The apparent impedance plot is given in Fig. 3.24. The
arrows in the plot originate from the pref-fault impedance value which is equal to 1.3605−
0.3115 j and the trajectory can be clearly followed to visualize the during and the post fault
impedance.
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Figure 3.24: Impedance using Scheme-1 based compensation for case-1.

3.4.4.2 Small-signal unstable case

Impedance trajectory for this case is given in Fig. 3.25. The initial value of the impedance
is 0.4615+0.0392 j, which is lower as compared to previous scenario due to the absence of
line 2 and 3 from the original system given by Fig. 3.9. Since this case leads to instability
the eccentricity of the impedance plot can be seen increasing with time which depicts the
post fault scenario in this case. The trajectory followed by the impedance plot is again
depicted using arrows originating from the pre-fault impedance values.
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Figure 3.25: Impedance using Scheme-1 based compensation for case-2.

3.5 Role of Causality in Power System Stability

3.5.1 Local versus WAMS based frequency input to PSS

In this section the behaviour of slip with respect to center of Inertia (slip COI) of generator
3 is studied. Case-2, as given in Section 3.4.3 is used for demonstration purposes. For this
study, PMU-B1 V2 (PMU-B1 Version 2) is used instead of PMU-B1. This PMU-B1 V2 is
a hybrid PMU consisting of the phasor estimation module of PMU-B1 and the frequency
estimation module of PMU-A, as the LS-based frequency estimation method is more accu-
rate than the sample based method present in PMU-B1. The phasor estimation module of
PMU-B1 V2 computes phasors using DFT in conjunction with a 2-cycle triangular window
as in PMU-B1. The frequency and ROCOF are computed using the Least Squares based
method as in PMU-A. This new PMU is placed at bus-3, feeding the computed voltage
based frequency to a frequency input Power System Stabilizer (PSS) namely PMU-freq
PSS installed at generator 3. Different quantities of the power system for this case are
compared in Fig. 3.26.

In order to highlight the effectiveness of using WAMS based measurements rather than
local measurements, frequency signals obtained via PMU-B1 V2 and PMU-D placed at
buses 9 and 10, have been used as inputs to the PMU-freq PSS. It can be clearly seen from
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Figure 3.26: Frequency deviation (Hz), frequency difference and angular difference (radians)
plot obtained using causal PMU-B1 V2.

Fig. 3.27, that the WAMS based signal provides excellent results in terms of oscillation
damping.

The dominant modes of all the slip signals available using the Prony analysis, (Rao and
Shubhanga, 2018), (Sarkar et al., 2018), (Rubeša et al., 2020) are compared in Table.3.18,
along with that obtained using a slip signal PSS. Here again it can be seen that the WAMS
based signal provides much better damping than local signals (0.0959 and 0.095 using
WAMS input compared to 0.0596 and 0.0605 using local input for PMU-B1 V2 and PMU-
D, respectively).
Comparing the damping provided by the ∆ f10−∆ f9 signal with the values obtained using
slip signal based PSS, it can be inferred that the frequency based PSS if using WAMS based
signals as an input outperforms the slip based PSS. It can also be observed that both the
PMUs perform almost similarly.

When frequency is used as the PSS input signal it should be noted that both the causal
and non-causal frequency estimates lead to identical results due to absence of compensa-
tion in the frequency computation process. However, when bus angles are used as PSS
input signals the performance is quite different and it brings out the importance of the
causal PMU over non-causal PMU variants more distinctly. Some aspects are shown in the
following section.
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Figure 3.27: Slip COI signal for generator 3 using local frequency (∆ f3) and WAMS based
frequency (∆ f10−∆ f9) input to the PSS, obtained using causal PMU-B1 V2 and PMU-D.

Table 3.18: The Prony analysis of slip COI signals of generator 3 obtained employing different
PSS input signals.

Parameters ↓ Using ∆ f3 Using ∆ f10−∆ f9 Using Slip signal
PMU-B1 V2 PMU-D PMU-B1 V2 PMU-D

Amplitude 0.000974 0.000835 0.000917 0.0011 0.000923

Damping factor 0.0596 0.0605 0.0959 0.095 0.0646

Frequency (Hz) 0.4533 0.4561 0.4534 0.4573 0.4563

Dominant Mode −0.17+2.848 j −0.173+2.865 j −0.271+2.849 j −0.274+2.873 j −0.185+2.867 j

3.5.2 Angle input based PSS

The system becomes stable when the PMU-freq based PSS is employed as seen previously
from the slip COI plots of generator 3, see Fig. 3.27. The stability of a system can also
be visualized from the frequency as well as the bus angle difference across a line. This
has been shown in Fig. 3.26, using the frequency deviations at bus 3, frequency difference
between bus 9 and 10, and also using the phase angle difference between bus 9 and 10. All
the plots have a decreasing oscillation trend depicting small signal stability.

From the phase angle and frequency plots in Fig. 3.26 it can be seen that the ∆ f10−∆ f9

values lead the φ10−φ9 values, approximately by 90◦. This inference is used in the modifi-
cation of the frequency based PSS to switch to phasor angle inputs. This is predominantly
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done here to monitor the behaviour of the system while using causal and non-causal inputs
to the PSS, (Meng et al., 2017), since causality is not reflected in frequency signals. Since
the angular difference between two buses is to be used as an input to the PSS instead of the
frequency, the PMU-freq based PSS compensator needs to be redesigned to provide more
lead angle which will enable the compensator to use φ10−φ9 as an input signal.

The frequency based PSS is redesigned for angle inputs by adjusting the value of time
constants T1, T2 and the center frequency fmpss of the PSS. This is done according to the
phase lead or lag to be provided by the PSS block. An overall lead angle of φm = 70◦ is
chosen, and compensation is provided using two cascading blocks, with each providing a
lead of 35◦. A center frequency of 3 Hz is used. The transfer function of the angle input
PSS is given in Fig. 3.28.

Compensator
Stage−1

GainWash−out
Circuit

Angle
Input

Stage−2
Compensator Limiter

VssTw
1+sTw

1+sT1
1+sT2

KPSS
1+sT1
1+sT2

Figure 3.28: Transfer function representation of an angle input based PSS.

For the new lead angle, φm = 35◦, and the chosen center frequency, fmpss = 3 Hz, T1

and T2 are calculated as follows,
Using

sin(φm) =
1−α

1+α
(3.18)

compute α as 0.2710. We also have,

α =
T2

T1

and
ωm = 2π fmpss =

1√
αT1

From the above expressions, we have T1 = 0.1019 s and T2 = 0.0276 s, and T1/T2=3.69.

In the PSS block, the washout time constant, Tw = 10 s. The gain of the PSS, KPSS is set
to a preliminary value of 17 which gave adequate damping for the inter-area swing mode
with the slip-signal PSS. The limiter is set to ±0.1 pu.

Using the redesigned PSS with the new time constant values, angular difference be-
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tween buses 9 and 10, in the form of φ10− φ9 is used as input to the PSS at generator 3.
The slip COI for generator 3 obtained using the causal and the non-causal angle as inputs
is given in Fig. 3.29.
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Figure 3.29: Slip COI for gen 3 using causal and non-causal angle input for PSS.

Table 3.19: List of dominant modes obtained using the Prony analysis with cascading com-
pensators (φm = 35◦ each)

.

Dominant modes for slip COI signals for gen 3
Causal angle
input to PSS

Non-Causal angle
input to PSS

−0.2077+2.9328 j −0.2337+2.9159 j

0.0947+6.3517 j 0.0545+6.317 j

−0.1197+3.2791 j −0.1434+3.2124 j

−0.2976+8.9358 j −0.0425+5.9185 j

- −0.1862+9.2862 j

- −0.3772+8.8114 j

The dominant modes of both the slip signals obtained using the Prony analysis are listed
in Table. 3.19, from which it can be seen that the damping of the local swing mode i.e.,
with a swing frequency of 6.3 rad/s is relatively low as compared to the inter-area mode
with a swing frequency of 2.9 rad/s.
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3.5.3 Performance evaluation using Causal and Non-Causal PSS in-
puts

In order to bring out the influence of group delay associated with different PMU algorithms
and filters on the efficacy of control action, an artificial delay, td , is introduced in the sig-
nal path of the phasor estimation as shown in the Fig 3.30. In the causal variant of the
PMU, this delay, td , is compensated through a phase angle compensation technique similar
to group delay compensation. However, in case of the non-causal type, the signals are left
uncompensated.

Note : If at all delay compensation is to be done in case of the non-causal PMU as well,
it is purely an off-line process which involves time-tag shifting as stated earlier.

The delay of an actuating input signal to a PSS particularly in case of signals which
are acquired using Wide Area Measurement Systems can lead to delayed control action,
which can be the difference between a stable and an unstable system. To make sure that
delays introduced at the phasor level of the signal do not effect the controller performance,
causal phasors are preferred to non-causal estimates as PSS inputs Meng et al. (2017).
Delay introduced during phasor computation stage if not taken care of can result in system
instability, if the same delayed quantity is used as a PSS input. In the upcoming text this is
shown as an example for an arbitrary value of td .
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Figure 3.30: Methodology of introducing artificial delay at the phasor level

3.5.3.1 Case Studies for Additional Delays of 0.1 s and 0.12 s.

An additional delay of 0.1 s is introduced during the phasor computation process as de-
picted using Fig. 3.30, and the causal and non-causal φ10−φ9 is used as input to the angle
based PSS. Since the causal based angle is compensated for the additional delay as well as
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the group delay introduced by the PMU, it can be seen in Fig. 3.31 that the slip COI plot
for generator 3 shows a decreasing trend with time hence leading to a stable system.
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Figure 3.31: Comparing Slip COI of gen 3 obtained using causal compensated and non-causal
inputs to PSS (additional delay td = 0.1s).

Table 3.20: List of dominant modes for non-causal and causal based slip signals (additional
delay of 0.1 s.

Dominant modes of Slip COI signal for gen 3 (td = 0.1s)

Causal angle input to PSS Non-Causal angle input to PSS
-0.1628+2.9415 j 0.0262+3.2832 j

-0.0112+3.172 j -0.1775+3.05601 j

-0.1075+6.021 j -0.2792+9.199 j

-0.7293+6.1042 j 0.1392+6.4975 j

-1.2201+7.8546 j -0.0059+6.1843 j

- -0.6524+8.9246 j

The same cannot be said about the non-causal input to the PSS, in which the delay is not
compensated at any level, and the slip COI plot can be seen increasing with time leading to
an unstable system. Slip COI shows an increasing amplitude from cycle to cycle denoting
worsening of small-signal stability. The eigenvalues listed in Table. 3.20, clearly show that
the usage of the angle estimates from the non-causal PMU has destabilized the 6.49 rad/s
local swing mode, whereas the causal variant has stabilized the system.
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Similar results are observed when td is increased to 0.12 s. This can be seen in Fig.
3.32 where again the causal input to the PSS is seen to stabilize the system whereas the
non-causal input does not. List of all the dominant modes pertaining to the slip COI signals
of generator 3, using delayed causal and non-causal inputs are given in Table. 3.21.
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Figure 3.32: Comparing Slip COI of gen 3 obtained using causal compensated and non-causal
inputs to PSS (additional delay td = 0.12s).

Table 3.21: List of dominant modes for non-causal and causal based slip signals (additional
delay of 0.12 s).

Dominant modes of Slip COI signal for gen 3 (td = 0.12s)

Causal angle input to PSS Non-Causal angle input to PSS
-0.0124+3.1228 j 0.0703+6.4272 j

-0.166+2.9516 j -0.0818+6.1575 j

-0.0098+6.3585 j 0.0264+3.2144 j

-0.1584+5.8423 j -0.4243+5.816 j

- -0.2457+3.005 j

3.6 Summary of the Presented Work

In this chapter, an integrated PMU architecture is presented to provide both causal and non-
causal phasors using a single module. Such a realization is not only useful to understand
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causality in PMUs, but also suitable for implementing multiple applications. The causal
phasor with the low latency could be used for on-line WAMPAC applications, whereas the
non-causal phasor could be used for off-line applications.

Studies carried out and observations made in this chapter are enumerated below:

1. Several PMU algorithms are implemented based on the integrated PMU architec-
ture, thus providing causal as well as non-causal estimates. This implementation is
accomplished for each PMU in the MATLAB environment using both SIMULINK
models (“.mdl”) as well as script files (“.m”).

2. Compliance with protection class or measurement class accuracy limits for causal
and non-causal outputs provided by the integrated architecture is also verified as per
the IEEE standard for synchrophasor measurements.

3. For all the PMUs, TVE values calculated using the non-causal phasor samples are
lower compared to their causal counterparts. This is especially true for signals with
amplitude modulations and varying ROCOF.

4. It is observed that an appropriate scheme of compensation provided in the integrated
architecture results in better phasor estimates with lower TVE values. These accurate
estimates can prove helpful if they are to be used for protection and control functions.

5. Case studies are carried out using a six-input PMU based on this integrated architec-
ture. PMU-B1 is applied to a 4-machine 10-bus power system with three-phase bus
voltages and three-phase line currents as inputs.

6. Problems arising during dynamic conditions, especially when there is a difference
between the voltage phasor-based frequency and the current phasor-based frequency,
are discussed. Different schemes of compensation are introduced in case of causal
PMUs. Effect of these compensation schemes on power and impedance calculations
during dynamic conditions is investigated.

7. From the case studies it is shown that Scheme-1, (which uses voltage phasor based
frequency signal) provides a reliable compensation for causal PMUs.

8. To demonstrate the utility of PMUs for feedback control applications, a causal PMU
along with its non-causal version built on the same module, has been designed to
provide angle input to a PSS on a generator. The results demonstrated that only

118



An Integrated PMU Architecture

causal PMU has the ability to stabilize the small-signal unstable power system due
to its real-time delay compensation features.

9. From the analysis, it is clear that using the PMU-time vector, by a mere time-tag shift-
ing, the non-causal estimates can be obtained easily along with the causal estimates
from a given PMU algorithm. Hence, realization of measurement/monitoring func-
tions using non-causal estimates and protection/control functions employing causal
estimates, can be carried out on the same platform. This is the advantage of the
proposed integrated approach, compared to the existing approach, where causal and
non-causal PMUs are treated as two separate units.

Accurate frequency and ROCOF estimation in case of the integrated PMU architecture
is important due to their use in causal compensation. It is also clearly evident that even
for positive sequence signals, the static model based PMU algorithms provide poor fre-
quency as well as phasor estimates when inter-harmonics are present in the input signal.
The quality of the estimates degrades even further, in case single-phase signals are em-
ployed. Therefore, in the next chapter, a reconstruction-based technique is proposed which
provides compliant frequency estimates during dynamic as well as inter-harmonic signal
conditions. Further, the application of frequency and ROCOF estimates obtained via the
reconstruction-based method for mode estimation is also demonstrated.
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Chapter 4

FREQUENCY ESTIMATION USING
SIGNAL RECONSTRUCTION
APPROACH

4.1 INTRODUCTION

Frequency is one of the most critical health indicators of a highly interconnected grid,
(Kirkham et al., 2018). The regulation and monitoring of frequency is therefore neces-
sary to achieve generation-load balance while maintaining synchronous operation. Several
power system protection and control applications require precise and quick frequency es-
timates computed using PMUs. For M-class compliance, a PMU must provide frequency
values (among others) which are very accurate as dictated by the latest synchrophasor stan-
dard, especially while dealing with signals consisting of inter-harmonic frequencies. Such a
compliance is hard to achieve, as inter-harmonic frequencies, unlike integral harmonic fre-
quencies cannot be easily filtered out using DFT or its variants. Several PMU algorithms
such as PMU-D, E and F, satisfy the M-class standard requirements when 3-phase-based
positive-sequence estimates are used, but fail when tested on a single-phase basis. Com-
pliance for such a test is usually achieved by the use of additional filters in the phasor
computing module or by using long windows, such as in Castello et al. (2014). In case of
positive-sequence estimates, the task is simplified by a natural elimination of the second
harmonic component which is not the case with single-phase signals (Phadke and Thorp,
2010), (Xia and Liu, 2009).
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Therefore, in this chapter, a signal-reconstruction-based approach has been described
to estimate the frequency and ROCOF for a single-phase system. This approach retains the
simplicity and the computationally light nature of the conventional algorithms such as the
DFT and yet provides estimates which are compatible with the latest standards even for
single-phase signals. This method reduces the frequency errors during the presence of fre-
quency excursions, inter-harmonics and modulation conditions, without the need for com-
plicated estimation techniques. It is mathematically shown that even during off-nominal
conditions the frequency information in case of reconstructed signals is preserved. From
the reconstructed time-domain signals, the frequency is estimated using the Convolution
Average Filter (CAF) based method (Li et al., 2019) and a single-phase demodulation tech-
nique employing Hilbert filter (HFD). Accuracy of the reconstruction-based approach is
verified through test signals recommended by IEEE Std (2018), as well as by using sig-
nals obtained from practical power systems and simulation based studies. The frequency
estimates obtained using the reconstruction-based methods are compared with PMU-based
frequency estimates obtained for single-phase signals. The output frequency and ROCOF
signals are also used for mode identification using the Prony method. Effect of window
length, window starting point and data frame rate on the mode estimation capabilities of
the Prony algorithm is also demonstrated.

4.2 Signal Reconstruction Using DFT-Based Phasors

Reconstructed signals provide valuable information to operators at control centers for diag-
nosing, flagging and clearing network disturbances (Salunkhe and Kulkarni , 2015), (Das
and Sidhu, 2013). Signals can be accurately retrieved back from their phasor estimates
if the original input-signal frequency matches with the nominal frequency of the system.
Although, due to the dynamic nature of the power system, nominal and signal frequencies
always differ leading to inaccurate phasor estimates. The reconstruction of the time-domain
signals during such off-nominal conditions is explored in the following section.

4.2.1 Off-nominal frequency performance

Consider a sinusoidally varying signal, xa(t) with nominal frequency ω0 = 2π f0 and phase
angle φ as

xa(t) = X cos(ω0t +φ) (4.1)
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where X denotes the maximum amplitude of the signal.
If the above continuous time signal is sampled at a sampling frequency pertaining to the
nominal value given by ( f0N) Hz, we get, (Proakis and Manolakis, 2007)

xa(n∆t) = X cos(ω0n∆t +φ) (4.2)

where n = 0,1,2,3... and ∆t = 1/( f0N) where N denotes the number of samples per cycle
of the fundamental frequency in Hz.

Now considering an off-nominal frequency signal,

xa(n∆t) = X cos(ωn∆t +φ) (4.3)

where ω = 2π f with f = f0 +∆ f , and ∆ f is the frequency deviation in Hz.

Phasors calculated for (4.3) using the DFT method are accurate, whenever the signal
frequency is exactly equal to the nominal frequency ( f = f0). This scenario is seldom seen
in practical power systems, where frequency is always around the nominal value but never
exactly equal to it. Therefore, the quality of the phasor estimates severely degrades as
the frequency deviation (∆ f ), increases. It is known that the spectral leakage is primarily
the reason for erroneous behaviour of the DFT algorithm (Belega and Petri, 2013). It is
caused due to the presence of non-integer periods in an observation window and results in
a leakage of energy into the adjacent frequency bins of the DFT spectrum. Another reason
for the poor performance of the conventional DFT algorithm is its static nature, which
assumes that the amplitude and the phase of the time-domain signal are time-invariant in
an observation window. This assumption results in the unreliable performance of the DFT
algorithm especially during dynamic conditions, when the properties of the signal are fast
changing.

The effect of frequency excursions on the performance of the DFT algorithm are ex-
plored in Phadke and Thorp (2010). For the time-domain signal given in (4.3), the theoret-
ical value of the off-nominal phasor obtained using the DFT algorithm is given as follows,

X̄est =
[
PX̄e jr(ω−ω0)∆t +QX̄∗e− jr(ω+ω0)∆t] (4.4)

where

P =
sin(∆t (ω−ω0)

2 N)e j(ω−ω0
2 )∆t(N−1)

N sin(∆t(ω−ω0
2 ))

(4.5)
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Q =
sin(∆t (ω+ω0)

2 N)e− j( (ω+ω0)
2 ∆t(N−1)

N sin(∆t (ω+ω0)
2 )

(4.6)

Note that P and Q are complex numbers, and their values for different frequencies,
and a given N can be obtained as in Phadke and Thorp (2010). For example, for a 52 Hz
signal, the value of P̄ is 0.9973704∠7.128◦ and the value of Q̄ is 0.01957∠− 3.528◦ for
N = 100 and for f0=50 Hz.

From (4.4), by separating real and imaginary parts we have,

Re(X̄est) = a1(t) = |P||X |cos(∠P+φ +ωt−ω0t)

+|Q||X |cos(∠Q−φ −ωt−ω0t)
(4.7)

Im(X̄est) = b1(t) = |P||X |sin(∠P+φ +ωt−ω0t)

+|Q||X |sin(∠Q−φ −ωt−ω0t)
(4.8)

The above expressions reveal that the real and imaginary parts of the off-nominal phasor
contain sum (ω +ω0) and difference (ω −ω0) frequency components. Now, we can find
the magnitude of X̄est as

|Xest |=
√
(a1(t)2 +b1(t)2) (4.9)

|Xest |=
(
|P|2|X |2 + |Q|2|X |2

+2|P||Q||X |2
(

cos(∠P−∠Q+2(φ +ωt)
))1/2 (4.10)

and the phase angle can be given as,

φest = tan−1
(Im(X̄est)

Re(X̄est)

)
= tan−1

(b1(t)
a1(t)

)
(4.11)

It should be clear that the magnitude of the off-nominal phasor estimate contains only
one frequency component given by 2ω which is present neither in the real part nor in
the imaginary part. The same double frequency component is present in the phase angle
signals.
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4.2.2 Time- Domain Signal Reconstruction Procedure

After obtaining the phasor estimates using DFT we can easily reconstruct the time-domain
signal using the real and the imaginary parts of the phasor, as given in IEEE Std (2018),

xaR(t) = xr(t)− xi(t) (4.12)

where xaR(t) is the reconstructed signal and

xr(t) = a1(t)× cos(ω0t), xi(t) = b1(t)× sin(ω0t) (4.13)

Using (4.7) and (4.8) in (4.13), we get,
xr(t) =

=
|P||X |

2
(

cos(∠P+φ +ωt−2ω0t)+ cos(∠P+φ +ωt)
)

+
|Q||X |

2
(

cos(∠Q−φ −ωt−2ω0t)+ cos(∠Q−φ −ωt)
) (4.14)

and xi(t) =

=
|P||X |

2
(

cos(∠P+φ +ωt−2ω0t)− cos(∠P+φ +ωt)
)

+
|Q||X |

2
(

cos(∠Q−φ −ωt−2ω0t)− cos(∠Q−φ −ωt)
) (4.15)

From (4.14) and (4.15) we can write,

xaR(t) = |P||X |
(

cos(∠P+φ +ωt)
)
+ |Q||X |

(
cos(∠Q−φ −ωt)

)
(4.16)

Using sum of cosines relationships, (4.16) can be further simplified as,

xaR(t) = XRm× cos(ωt +β ) (4.17)

where
XRm =

√
|P|2|X |2 + |Q|2|X |2 +2|P||Q||X |2 cos(∠P+∠Q) (4.18)

and

β = tan−1

(
|P||X |sin(∠P+φ)+ |Q||X |sin(−∠Q+φ)

|P||X |cos(∠P+φ)+ |Q|X cos(−∠Q+φ)

)
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Note that the reconstructed signal contains a single frequency component given by ω ,
which is the frequency of the original signal. The value of cos(∠P+∠Q) in (4.18) tends
to 1 and -1 for positive and negative frequency deviations, respectively. This observation
helps us to rewrite (4.18) approximately as,

XRm = |P||X |± |Q||X | (4.19)

Note that the maximum amplitude of the time-domain signal is |P||X |+ |Q||X | for a positive
frequency deviation and for a negative frequency deviation, it is |P||X |− |Q||X |. Assuming
X̄ = 1∠0◦ and using (4.12), the reconstructed time-domain signals for 52 and 48 Hz off-
nominal frequencies are given by

xaR(t)52 = 1.01689sin(2π52t +7.0588◦) (4.20)

and
xaR(t)48 = 0.9771109sin(2π48t−7.0531◦) (4.21)

The above expressions clearly show that only the magnitude and phase errors are in-
troduced in the reconstructed signals when the phasor samples obtained using DFT at off-
nominal frequencies are employed for the reconstruction. Based on this observation, it is
felt that these time-domain signals can provide better frequency estimates in comparison to
phase angle-based frequency measurements.

4.3 Frequency Measurement

4.3.1 Reconstruction based frequency estimation

Most Phasor Measurement Units advocate the use of three phases for phasor, frequency and
ROCOF computation since the use of positive-sequence quantities drastically reduces the
magnitude of the second harmonic component and hence leads to low TVE, frequency and
ROCOF error values. Several PMU algorithms despite working with positive-sequence
phasors, fail to provide estimates (especially frequency) which are M-class compatible,
while using rudimentary algorithms. In case of single-phase measurements, where the er-
ror due to the double harmonic components is not naturally eliminated, PMU compliance
is very hard to achieve. This is even more true for frequency and ROCOF estimates where
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the phase angle error obtained via single-phase PMUs is accentuated due to derivative cal-
culations. Therefore, instead of evaluating the time-derivative of the phase angles of the
phasors to obtain frequency, it is better to estimate the frequency directly using the time-
domain signals which can be reconstructed from their phasor samples as given by (4.12).
Here, our focus will be on frequency estimation by two methods namely, the Convolu-
tion Averaging Filter (CAF) method, (Li et al., 2019) and the Hilbert Filter-Demodulation
(HFD) method (Hao et al., 2007), (Ansari, 1985). An overview of the frequency estimation
based on reconstruction methods are given in Fig. 4.1. In case the PMU block is malfunc-
tioning or out of service, the input time domain signal xa(t) can be directly fed to the CAF
or HFD modules for frequency estimation using switches provided in Fig. 4.1.

Estimation

Frequency

Phasor

Reconstruction

PMU
Block

ROCOF
and

HFD based
frequency

CAF based 
frequency

xa(t)

a1, b1

xaR(t)

fHFD fCAF

fPMU

Figure 4.1: A functional block diagram for frequency measurement using reconstructed sig-
nals.

An important advantage of this approach is that the signal reconstruction module can
be integrated with any existing PMU block as an additional module. This avoids the re-
quirement of extra hardware setup. In the PMU block any PMU algorithm can be used for
phasor calculations. It also enables the reconstruction-based methods to utilize the filtering
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abilities of the PMU algorithms chosen. In the following lines, CAF and HFD methods are
discussed.

4.3.1.1 Convolution Averaging Filter (CAF)-based Method

The cosine wave given in (4.3) can be be rewritten as follows,

xa(n∆t) =
1
2
(X̄e jωn∆t + X̄∗e− jωn∆t) (4.22)

Now, defining a reference signal to be used for shifting the above original signal

r(n) = e jω0n∆t (4.23)

The shifted version of the originally sampled signal can be obtained by multiplying
(4.22) by (4.23)

xs(n∆t) =
1
2
(
X̄e j(ω+ω0)n∆t + X̄∗e− j(ω−ω0)n∆t) (4.24)

The frequency components of the original signal have been shifted from ω to ω−ω0 and
ω +ω0.

Using a simple moving average filter of length ML given as

hav(m) =





1/ML, m = 0,1,2...ML−1.

0, otherwise.
(4.25)

suppression of the high frequency component in (4.24) can be achieved. The frequency
response of the filter is given as (Li et al., 2019),

H(e jω) =
sin(ωML/2)
ML sin(ω/2)

e− jω(ML−1)/2 (4.26)

The magnitude response of the above given moving average filter is ≈ 1 for frequencies,
ω0−ω , and 0 for ω0+ω . This results in preservation of only the ω0−ω component. Since
ω0−ω for practical cases, is close to zero, enhanced suppression of ω0+ω component can
be achieved by using a convolution average filter (CAF), which is given as, (Li et al., 2019)

hp(n) = hav(m)∗ ....∗hav(m)︸ ︷︷ ︸
p

(4.27)
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where * denotes the convolution operator and p is the number of the convolution filters.
The final filtered signal can be given by

x f (n∆t) = xs(n∆t)∗hp(n) (4.28)

The frequency deviation is computed as (Li et al., 2019),

∆ f =
(arg(x f (n2))−arg(x f (n1)))ML f0

2π(n2−n1)
(4.29)

where x f (n1) and x f (n2) are two samples of x f (n∆t).

The steps involved in frequency computation using the CAF-method are listed as fol-
lows:

1. Signal xaR(t) is reconstructed using its phasor samples, as given in (4.12).

2. The reconstructed signal is multiplied by a reference signal r(n), depicted by (4.23).

3. The resultant signal given by xs(n∆t) in (4.24) is complex in nature. The real and
imaginary parts of this signal are filtered using p averaging filters implemented in
convolution as shown in (4.27).

4. Frequency deviation is finally estimated using the arguments of the filtered signal
x f (n∆t) separated by n2−n1 samples, as given in (4.29).

4.3.1.2 Hilbert Filter-Demodulation (HFD) method

Complex demodulation of a waveform is an effective technique used for frequency estima-
tion in three-phase balanced systems (Akke, 1997). A balanced set of time-domain voltages
or currents is first transformed using the Clarke’s transformation matrix to 0αβ -frame.

At the nth sampling interval, the output of the Clarke’s transformation matrix is repre-
sented in a complex form given by

V (n∆t) =Vα + jVβ (4.30)

This can also be represented as

V (n∆t) = |V1|e j(ωn∆t+φ) (4.31)
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where |V1| represents the magnitude of the signal, ω denotes the frequency and φ represents
the phase of the complex voltage V (n∆t). Now, (4.31) is multiplied by e− jω0n∆t to yield a
signal with no double frequency components which has the form

V2(n∆t) = |V1|
[

cos((ω−ω0)n∆t +φ)+ j sin((ω−ω0)n∆t +φ)
]

(4.32)

Using V2(n∆t), an intermediate variable is obtained as

V3(n∆t) =V2(n∆t)V2((n−1)∆t)∗ = |V1|2e j(ω−ω0)n∆t (4.33)

where ∗ denotes the complex conjugate operator.

Now, the frequency of the system is obtained as

f = f0 +
fs

2π
× tan−1

[Im[V3(n∆t)]
Re[V3(n∆t)]

]
(4.34)

where, fs = 1/∆t denotes the sampling frequency.

Here, unlike in the three-phase demodulation technique only one phase which is recon-
structed using PMU phasor samples is used. The steps involved are given as follows:

1. Reconstructed signal xaR(t) is computed using phasor samples of the original input
signal xa(t).

2. The reconstructed signal is passed through a pair of IIR based Hilbert filters. Such a
pair is used to obtain an in-phase, Vα and a phase-quadrature, Vβ component for the
signal xaR(t).

3. The in-phase and phase quadrature components are used to represent the signal in a
complex form as given in (4.30).

4. The complex signal is multiplied by e− jω0n∆t to obtain V2(n∆t), shown in (4.32).

5. Frequency is finally obtained using (4.34) employing an intermediate variable V3(n∆t),
constructed using (4.33).

6. The frequency output obtained using (4.34) is filtered using a Hamming window
based Finite Impulse Response (FIR) filter before the rate-of-change of frequency
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(ROCOF) is computed.

The z domain transfer functions for the two Hilbert filters are given by (4.35) and
(4.36). Coefficients of the filters as computed following the procedure given in (Hao et
al., 2007) and (Ansari, 1985), are given as a1 = 0.144,a3 = −0.9776,a5 = 1.8158,a7 =

−1,b2 = −1.8158,b4 = 0.9776,b6 = −0.144 and p0 = 0.024482, p2 = −0.44410, p4 =

1.31688, p6 = −1,q2 = −1.31688,q4 = 0.44410,q6 = −0.0244800 . These coefficients
are calculated for a 50-Hz nominal system with a sampling frequency of 2000 Hz. The
frequency range of the Hilbert IIR filter is from 40 to 960 Hz with passband and stopband
ripple attenuation (δp and δs) equal to 0.0001.

HF1(z) =
a1z−1 +a3z−3 +a5z−5 +a7z−7

1+b2z−2 +b4z−4 +b6z−6 (4.35)

HF2(z) =
p0 + p2z−2 + p4z−4 + p6z−6

1+q2z−2 +q4z−4 +q6z−6 (4.36)

The IIR based Hilbert filter pair can be designed for any sampling frequency. The order
of the filter increases with the increase in the sampling rate (for example, for a 5000 Hz
sampling frequency, HF1(z) and HF2(z) have an order of 10 and 9, respectively), hence,
increasing the computational burden.

4.3.2 ROCOF Computation

The rate-of-change of frequency for the reconstructed signals is computed using the least
squares approach given in (Zhan et al., 2016), (Zhan and Liu, 2014). The frequency, f

obtained using the previously given methods (HFD and CAF) is approximated using a
second order polynomial, given as follows,

f (i) = FR1 +FR2

(
i− (LRF +1)

2

)
( fstep∆t)

+FR3

(
i− (LRF +1)

2

)2
( fstep∆t)2

(4.37)

or
[ f ] = Mr f [FRF ] (4.38)
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where [FRF ] = [FR1,FR2,FR3] and Mr f can be calculated as,

Mr f (i, j) = (i− (LRF +1)
2

× fstep×∆t)( j−1) (4.39)

where i = 1,2, ..LRF and j = 1,2,3.

LRF is the number of samples used for ROCOF computation and fstep is the step size
used in the frequency window. The coefficients of the frequency polynomial given in (4.37)
can be calculated as,

[FRF ] = (M
′
r f Mr f )

−1M
′
r f [ f ] (4.40)

Finally, the rate-of-change of frequency is given by

ROCOF = |R× [ f ]| (4.41)

where, R is the second row of the matrix (M
′
r f Mr f )

−1M
′
r f and [ f ] = [ f (1), f (2× fstep)... f (LRF×

fstep)]
′.

4.4 Latency Computation

The frequency output from the Hilbert filter is subjected to FIR filtering for smoothing. The
order of the FIR filter (Nod) is chosen according to the level of accuracy desired keeping
in mind the latency requirements. The latency associated with the filtered estimates can be
calculated as (Meng et al., 2017),

τ f = (Nod/2)×∆t (4.42)

The IIR-based Hilbert Filtering process itself imparts a delay of 0.007 s (which is
around 14 samples for the chosen sampling rate of 2 kHz) around the frequency range
which is of interest in power system studies. Hence, the total latency involved in the fre-
quency computation due to the HFD method is given by,

τh = τ f +0.007s (4.43)

In this chapter, Nod is fixed at 52, which results in a total latency, τh of 0.02 s for a 2
kHz sampling frequency.

The delay involved with the CAF method is greater than the HFD method due to the
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convolution of multiple moving average filters. The latency associated with frequency
estimates obtained using CAF method is given as

τc =
(p(ML−1)+1)

2
∆t +

(n2−n1)

2
∆t (4.44)

where, p is the number of averaging filters used and n2−n1 represents the window length
used for frequency estimation. In this report p is chosen to be 8, and ML = 40. The window
length, n2− n1 is chosen to be 40 samples. This results in a total latency of 0.089 s for a
sampling rate of 2 kHz.

For rate-of-change of frequency, the latency τr f is calculated as follows,

τr f =
(LRF × fstep)

2
∆t (4.45)

LRF is chosen to be 15 and fstep is set to 6. It results in a latency of 0.0225 s for 2 kHz
sampling rate. It should be noted that the total latency associated with the frequency and
ROCOF estimates consists of latency involved in the phasor computing process as well. All
the involved latency’s are compensated in error calculations so as to align the computed and
the theoretical measurements.

4.5 Testing of the Reconstruction Method Using IEEE Stan-
dard Signals

In this section some IEEE standard based tests have been carried out to verify the accuracy
of the developed methods. It should be noted that all tests have been carried out using
single-phase signals only. The output phasor is used to reconstruct back the time-domain
signal which is then used for frequency estimation as shown in Fig. 4.1. Three frequencies
are obtained and compared. The one using the PMU inherent frequency estimation method
is labelled as fPMU . The frequencies obtained using the reconstruction methods namely, the
CAF method and the HFD method are labelled as fCAF and fHFD, respectively. The results
obtained using the reconstruction based methods are compared against some popular PMU
algorithms available in the current literature, given in Table. 2.5, these are listed as follows:

1. PMU-1 (P-class) (Phadke and Thorp, 2010): Using One-cycle Discrete Fourier Trans-
form with LS-based method for frequency and ROCOF computation.
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2. PMU-2 (P-class) (IEEE Std, 2018): It is suggested by the IEEE standard with time-
derivative based frequency and ROCOF computation.

3. PMU-3 (M-class) (Zhan and Liu, 2014): Using Improved Weighted Least Squares
based Taylor Fourier transform for phasor estimation and a polynomial approxima-
tion based Least Squares approach for frequency and ROCOF estimation.

4. PMU-4 (M-class) (IEEE Std, 2018): Based on the IEEE-M Class filter. Correction
term for magnitude attenuation for this PMU is provided in Gurusinghe et al. (2014).
Frequency and ROCOF for this PMU are computed using methods given in Zhan and
Liu (2014).

5. PMU-5 (P-class) (Belega and Petri, 2013): This PMU employs a Hanning window
based interpolated DFT algorithm. Frequency and ROCOF is computed using the
method given in Zhan and Liu (2014).

For each of the above listed PMU algorithms, only the phasor estimates are used to
reconstruct the signal. Once the signal is reconstructed in time-domain, the frequency is
obtained using the HFD and CAF-based methods and the ROCOF is evaluated using (4.41).
The nominal frequency for these tests is 50 Hz and a sampling rate of 2 kHz is chosen.

4.5.1 Off-Nominal Frequency Test

The time-domain signal used as an input to the PMU for this test is given as follows,

x(t) = Xm cos(2π( f0 +∆ f )+φ) (4.46)

This test is performed for both P and M class PMUs. The static frequency deviation
i.e., ∆ f for P-class testing is capped at ±2 Hz, whereas for M-class PMUs the limit is ex-
tended to ±5 Hz, (IEEE Std, 2018). The errors in frequency estimation obtained using the
reconstruction based method are compared against those obtained using different PMUs.
The results are given in Table. 4.1 where compliant estimates are shown using grey colour.

1. It is seen that PMU-1, PMU-2 and PMU-5 frequency estimation algorithms perform
poorly in terms of single phase frequency estimation. The error values surpass the 5
mHz limit set by IEEE Std (2018). On the other hand reconstruction-based frequency
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estimates obtained from the same PMUs vastly outperform the inherent PMU algo-
rithms. This is especially true in case of algorithms which utilize static model based
methods for phasor and frequency computation (such as PMU-1, 2, 4, 5).

2. The errors obtained via reconstruction methods are seen to comply with both P as
well as M class PMU limits.

3. In case of PMU-3, the inherent frequency estimation algorithm provides frequency
estimates which are comparable to those obtained using both the reconstruction based
methods.

Table 4.1: Frequency error for static off-nominal signals

Error FE (Hz) (0.005 Hz)

∆ fsig ±2 Hz ±5 Hz
Freq Method PMU HFD CAF PMU HFD CAF

PMU-1 0.23 1.44e-4 8.2e-5 0.99 1.32e-4 7.7e-4

PMU-2 0.04 8.2e-5 7e-7 0.25 6e-4 7e-5

PMU-3 2.5e-6 7.8e-5 7e-7 7.8e-7 1.5e-4 7.3e-5

PMU-4 7.7e-4 7.8e-5 7e-7 4.2e-5 1.5 e-4 7.3e-5

PMU-5 0.003 6.2e-5 7e-7 9.1e-4 0.0012 7.6e-5

The rate-of-change of frequency error (RFE) estimates obtained using all the methods
are provided in Table. 4.2.

Table 4.2: ROCOF Error for static off-nominal signals

Error RFE (Hz/s) (0.1 Hz/s)

∆ fsig ±2 Hz ±5 Hz
Freq Method PMU HFD CAF PMU HFD CAF

PMU-1 53.4 0.0016 9.3e-4 24.1 0.0016 0.0092

PMU-2 26.5 4.57 e-4 3.9e-6 173 0.007 8.1e-4

PMU-3 1.42e-5 4.4e-4 3.9e-6 8e-6 0.0017 8.5 e-4

PMU-4 0.0048 4.4e-4 3.9e-6 4.3e-4 0.0017 8.5e-4

PMU-5 0.035 5.6e-4 7.5e-6 0.083 0.016 9.6e-4

1. Due to the presence of the second harmonic component in the single-phase frequency
estimates, RFE obtained using the inherent PMU algorithms for the static model
based approaches (PMU-1, 2, 4, 5) is amplified due to the differential relation be-
tween the frequency and ROCOF.
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2. Reconstruction-based frequency paves way for relatively better ROCOF estimation
in case of static models especially for PMU-1 and PMU-2, due to the absence of the
second harmonic frequency component in the frequency estimates.

3. While using reconstruction-based approaches the CAF-based method offers better
accuracy than the HFD-based methods.

4.5.2 Inter-harmonic test

This test is recommended only for M-class PMU compliance verification, as per the up-
dated IEEE standard (IEEE Std, 2018). The time-domain test signal consisting of an out-
of-band frequency is depicted as follows,

x(t) = Xm cos(2π fbt)+Xih cos(2π fiht) (4.47)

where Xih = 10%×Xm, fb is known as the base frequency which is the frequency of the
fundamental component and fih is the frequency of the inter-harmonic component. For a
certain reporting rate of Frr frames per second (fps), the base frequency is varied between

fb = f0± (0.1×Frr/2) (4.48)

Further, the range and the frequency of the inter-harmonics added to the base signal
depend on the reporting rate chosen by the PMU operator as given in (4.49).

fih = f0±Frr/2 (4.49)

In this paper a reporting rate of 50 fps is chosen, hence the base frequency is set to 47.5
Hz, 50 Hz and 52.5 Hz (as can be calculated using (4.48)) whereas the inter-harmonic
frequencies are set to 10 Hz, 25 Hz, 75 Hz and 100 Hz, for example x(t) = cos(2π47.5t)+

0.1cos(2π10t) is one such signal.

The frequency error estimates for the inter-harmonic test obtained using different PMUs
as well as the reconstruction-based methods are provided in Table. 4.3.

1. It can be seen that even though PMU-1, PMU-2 and PMU-5 are not intended for M-
class application the reconstruction-based frequency estimates obtained especially
using the CAF method are very accurate.
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2. The FE values for all the PMUs are well within the 0.01 Hz limit (IEEE Std, 2018)
when obtained using the reconstruction method employing CAF. Thus an addition
of a reconstruction-based frequency calculation block to an existing P-class PMU,
extends its utility even for M-class range.

3. PMU-3 and PMU-4 which are intended for M-class compliance as per, (Zhan and
Liu, 2014), (IEEE Std, 2018), fail to provide accurate frequency estimates when
employed on a single-phase basis whereas if reconstruction-based methods are used
accurate frequency estimates can be obtained.

4. HFD-based method also reduces the FE values for PMU-1 and PMU-2. By design-
ing the FIR filter appropriately, desired accuracy can be achieved in the frequency
estimates.

As per the standard, the ROCOF error limits have been suspended for this test.

Table 4.3: Frequency Error for inter-harmonic test (Frr = 50 fps)

Frequency Error (Hz) (0.01 Hz)

fih −→ 10 25 75 100
fbase −→ 47.5/50/52.5 47.5/50/52.5 47.5/50/52.5 47.5/50/52.5

PMU-1
PMU 2.7/2.7/3.2 3.1/3.2/3.9 2.6/2.2/2 0.3/7.1e-12/0.09
HFD 0.55/0.52/0.49 1.2/1.3/1.3 1.2/1.1/1.1 1.5e-4/9.3e-5/3.4e-5
CAF 2.9e-4/1.7e-4/1.9e-4 0.0026/2.2 e-13/0.0025 0.0024/2.1e-13/0.0023 1.3e-4/2.6e-13/1.7e-6

PMU-2
PMU 0.41/0.37/0.45 1.26/1.42/1.48 1.33/1.08/1.13 0.063/1.1e-10/0.062
HFD 0.17/0.14/0.12 0.82/0.82/0.82 0.8/0.77/0.75 1.1e-4/3.2e-5/1.7e-5
CAF 1.3e-4/5.3e-5/1.2e-4 0.0034/0.0057/0.0055 0.0053/0.0054/0.0028 2.1e-6/7.4e-13/1.8e-6

PMU-3
PMU 0.011/0.013/0.013 0.32/0.24/0.15 0.15/0.24/0.32 8.2e-5/2.8e-12/7.7e-5
HFD 0.062/0.058/0.054 0.82/0.85/0.87 0.88/0.86/0.83 9.2e-5/3.2e-5/6.6e-6
CAF 2.8-5/2.2e-5/2.1e-5 0.0063/0.006/0.0063 0.0063/0.0061/0.0063 2.2e-6/7.4e-13/1.8e-6

PMU-4
PMU 6.5e-4/0.0011/0.0011 0.09/0.053/0.017 0.016/0.053/0.09 2.3e-4/7.5e-4/7.1e-4
HFD 0.0017/0.0015/0.0014 0.35/0.36/0.37 0.37/0.36/0.35 3e-4/2.6e-4/2.7e-4
CAF 2.9e-6/5.7e-7/2.3e-6 0.0028/0.0026/0.0027 0.0027/0.0026/0.0028 2.3e-6/6.4e-13/1.9e-6

PMU-5
PMU 0.048/0.043/0.041 1.47/1.63/1.8 1.79/1.63/1.48 0.001/6.7e-4/0.0038
HFD 0.076/0.075/0.07 1.8/2/2.32 2.41/2.1/1.72 0.0023/0.0016/0.002
CAF 5.1e-4/1.4e -4/1.3e-4 0.009/0.0012/8e-4 9.7e-4/0.0012/0.009 2.3e-6/2.7e-13/1.9e-6

4.5.3 Bandwidth Compliance Test

Here to demonstrate the frequency estimation capabilities of the reconstruction based meth-
ods during dynamic conditions, only the phase modulation test is performed. The time-
domain signal is phase modulated using a modulation factor ka = 0.1 p.u, and a modulation
frequency fm = 2 Hz for P-class compliance and fm = 5 Hz for M-class compliance, (IEEE
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Std, 2018). The test signal is given by,

xa(t) = cos(ω0t + ka× cos(2π fmt−π)) (4.50)

The frequency errors for both P and M-class compliance are given in Table. 4.4.

Table 4.4: Frequency error for phase modulation test (ka = 0.1).

Error FE (Hz) (0.3 Hz)

fm 2 Hz 5 Hz
Freq Method PMU HFD CAF PMU HFD CAF

PMU-1 0.016 1.2e-3 5.5e-3 0.06 0.015 0.08

PMU-2 4.1e-3 1.45e-3 6.3e-3 0.03 0.022 0.09

PMU-3 1.6e-3 4.8e-4 5.4e-3 0.026 7.7e-3 0.078

PMU-4 4.6e-3 2.55e-3 7.1e-3 0.058 0.036 0.1

PMU-5 0.023 0.021 0.019 0.24 0.24 0.19

1. It can be seen that the reconstruction based methods, especially the HFD method,
outperforms the inherent PMU algorithm for both P and M class measurements.

2. This observation is true even when compared to the recent state-of-the-art frequency
estimation techniques given in PMU-3.

3. The RFE values for this test are presented in Table. 4.5. In case of ROCOF signals,
the errors obtained using the phasor based methods increase especially in case of
PMUs employing static model based algorithms such as PMU-1, PMU-2.

4. However, the HFD-based method offers good accuracy even compared to the CAF-
method in most of the cases.

Table 4.5: ROCOF error for phase modulation test (ka = 0.1).

Error RFE (Hz/s) (14 Hz/s)

fm 2 Hz 5 Hz
Freq Method PMU HFD CAF PMU HFD CAF

PMU-1 3.7 0.034 0.09 12 1.17 3.1

PMU-2 2.5 0.042 0.1 15.4 1.44 3.5

PMU-3 0.044 0.03 0.09 1.54 1.03 3.09

PMU-4 0.068 0.05 0.11 2.44 1.8 3.8

PMU-5 0.26 0.25 0.23 6.6 6.82 5.2
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4.5.4 Step in Phase test

This particular test is performed to monitor the phase jump performance of various PMU
algorithms. The time-domain signal used for this test is given as follows,

x(t) = Xm× cos(2π f0t + kau(t)) (4.51)

where ka = π/18 rad is the phase step value and u(t) denotes the step function.

The concerned parameters for this test are the response times for the various error pa-
rameters such as the Total Vector Error (TVE), FE and RFE. Response time is defined as
the time required by an error parameter to return to values within the set limits and stay
within those limits whenever a step is induced, (IEEE Std, 2018). The response time values
for frequency and ROCOF obtained using the PMU and the reconstruction-based methods
are given in Table. 4.6.

Table 4.6: Response time for FE and RFE

PMU↓ Response time for FE (s) Response time for RFE (s)
PMU HFD CAF PMU HFD CAF

PMU-1 0.046 0.065 0.124 0.046 0.093 0.162

PMU-2 0.041 0.057 0.12 0.041 0.096 0.16

PMU-3 0.11 0.091 0.105 0.141 0.129 0.142

PMU-4 0.09 0.07 0.125 0.128 0.107 0.164

PMU-5 0.087 0.087 0.15 0.119 0.11 0.18

1. It is seen that the response time values obtained using all the methods are well within
the 0.28 s (14/ f0 or 14/Frr whichever is greater) limit required for M-class compli-
ance. Although, the response times for the reconstruction-based methods (CAF and
HFD) are greater than the PMU based methods, all the values are well within the
required standard limits.

2. In comparison to the CAF-method the HFD-based method offers response time val-
ues very close to the PMU-based methods.

Note: In this chapter the lengths for the filters used in the frequency computation pro-
cess are selected such that they comply with the response time requirements for M-class
PMUs for the step test and simultaneously meet the frequency error requirements of the
inter-harmonic test.
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4.6 Case Studies Using a 4-Machine Power System

The described frequency estimation methods are applied on a typical 4-machine 10-bus
power system as shown in Fig. 4.2. Different faults which excite power system rotor
oscillations or power swing, are simulated. A description of the 4-machine 10-bus system
and the method employed for obtaining the required signals is given below:
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Figure 4.2: A 4-machine 10-bus power system

1. Generators are modeled pertaining to the 2.2 model.

2. The network is assumed to be in quasi-sinusoidal steady-state. The calculated bus
voltages/line currents are transformed from the synchronous-frame to abc−frame
(i.e., from DQ to abc) using the inverse KRON’s transformation.

3. From the three-phase signals obtained using the transformation, only phase-a signal
is used in Fig. 4.1. The phasor samples are computed using PMU-1, 2 and then
reconstruction is performed. The reconstructed signal is used for frequency and RO-
COF estimation.

4.6.1 Case-1: Small-Signal Oscillatory Performance

For this case study, all generators are enabled with a single-time constant static exciter and
the load is modelled as constant impedance type. A three-phase fault is applied at bus 9 and
no line is tripped. The time of fault is 0.5 s and the fault is cleared after 0.05 s (Shubhanga,
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2018). Here, phase-a voltage at bus-1 is fed to the PMU block. The frequency deviations
obtained using PMU-1 and the reconstruction-based methods are shown in Fig. 4.3 for a
duration of 5 s.
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Figure 4.3: Frequency measurements for Case-1 using PMU-1.

An oscillation frequency of 0.65 Hz can be verified from the frequency plots which
represents the inter-area swing mode. It is clearly visible from the figure that the PMU-1
based frequency estimate consists of a second harmonic component due to the dynamic
nature of the voltage signal used for frequency estimation. On the other hand, HFD and the
CAF methods provide estimates which are relatively free from such harmonics, hence result
in low frequency error values as can be seen from Fig. 4.4. Similarly, the ROCOF estimates
for bus-1 provided by PMU-1 and the reconstruction-based methods are given in Fig. 4.5.
The ROCOF errors are given in Fig. 4.6. For PMU-1, the errors in the ROCOF estimates are
amplified compared to the frequency error values due to the differential relation between
the frequency and ROCOF estimates.

It should be noted that in conventional power systems electromechanical oscillation
(swing) frequencies lie in the range of 0.2 and 2 Hz, (Kundur, 1994), (Padiyar, 2008), which
are relatively small when compared to the 5 Hz modulation frequencies employed for M-
class testing. Hence, the reconstruction-based methods effectively measure the frequency
and ROCOF values as is demonstrated for this case. The errors for frequency and ROCOF
obtained using PMU-2 are also shown in Figs. 4.7 and 4.8 respectively. The error values
for both the parameters are again low when employing the reconstruction-based methods,
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compared to the PMU-based method.
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Figure 4.4: Frequency errors for Case-1 using PMU-1.
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Figure 4.5: ROCOF measurements for Case-1 using PMU-1.

In order to verify the accuracy of the swing mode frequency for case-1 which is reflected
roughly in the frequency estimates (see Fig. 4.3), Prony analysis has been performed on the
frequency signals obtained using the reconstruction-based method. Results for the Prony
analysis are given in Table. 4.7. The frequency of the dominant mode estimated using the
Prony method matches the swing frequency which is visible in the frequency plots.
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Figure 4.6: Rate-of-change of frequency errors for Case-1 using PMU-1.
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Figure 4.7: Frequency errors for Case-1 using PMU-2.

Table 4.7: Prony analysis for case-1 frequency and ROCOF signals obtained using PMU-2

Signal Type Dominant Mode f (Hz) Damping ratio Time (s) n

fCAF −0.0436+4.056 j 0.645 0.0107 1.3 72

ROCOFCAF −0.0453+4.056 j 0.645 0.0112 0.55 24
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Figure 4.8: Rate-of-change of frequency errors for Case-1 using PMU-2.

4.6.2 Case-2: A Large-Disturbance Unstable Performance

For this case the following controllers and load models are employed, (Shubhanga, 2018)

1. Generators 1 and 2 are equipped with ST-1A type exciters.

2. Generators 3 and 4 are equipped with static single-time constant type exciters.

3. Generator 2 is provided with a slip-signal based Power System Stabilizer (PSS).

4. Hydro-type turbines are enabled on generators 1 and 2.

5. Steam turbine of reheat type is enabled on generator 4.

6. Loads are assumed to be frequency dependent.

7. Real power component of load is modelled as 30% constant power, 30% constant
current and 40% constant impedance type.

8. Reactive power component of load is modelled as 100% constant impedance type.

Considering the above system details, a three-phase fault is initiated at 0.6 s at bus-9 of
the 4-machine, 10-bus power system and line 1 is tripped. The fault duration is set to 0.291
s which leads to an unstable power system. This can be clearly seen using the frequency
deviation values plotted in Fig. 4.9 for bus-1, where the deviation from the nominal values
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is seen to be increasing with time. The frequency error estimates shown in Fig. 4.10 again
depict the superiority of the reconstruction-based methods over the single-phase phasor
based method.

0 1 2 3 4 5

Time (s)

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

 f
 (

H
z
)

Frequency deviation at Bus-1

Theoretical

PMU-based

HFD-based

CAF-based

3 3.2 3.4

1.8

2

2.2

Figure 4.9: Frequency measurements for Case-2 using PMU-1.
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Figure 4.10: Frequency errors for Case-2 using PMU-1.

The ROCOF values and the errors obtained for this case are plotted in Fig. 4.11 and
Fig. 4.12, respectively. Estimates for ROCOF obtained using the reconstruction-based
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methods are found to be accurate in comparison to the estimates which are obtained via the
single-phase PMU.
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Figure 4.11: ROCOF measurements for Case-2 using PMU-1.
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Figure 4.12: Rate-of-change of frequency errors for Case-2 using PMU-1.

The error values for both the cases are summarized in Table. 4.8. As previously men-
tioned the error values obtained using the reconstruction based methods are lower than
the inherent single-phase PMU based methods for all the cases. For case-1, all the val-
ues are well within the required standard limits (considering M-class dynamic compliance)
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for both the PMUs. However, for unstable case-2, even though the reconstruction-based
methods again outperform the PMU, the error values for frequency are not compliant with
the latest standard (0.3 Hz). Though, in case of ROCOF, compliant estimates are provided
using the reconstruction based methods. The ROCOF error in case-2 for the PMU method
is 20.9 Hz/s which is far greater than recommended by the IEEE standard for synchropha-
sor measurements (14 Hz/s) whereas that obtained using either HFD or CAF (2.07 and 1.8
respectively) is well within the limits.

In case-2 the frequency pertaining to the line-2 current is computed using both the
described reconstruction-based methods. The computed frequency estimates are similar to
those given in Aalam and Shubhanga (2021), where the current-frequency plots consist of
spikes and are unusable for measurement, control or protection applications.

Table 4.8: Maximum frequency and ROCOF errors for case-1, case-2.

Cases↓ Max FE (Hz) Max RFE (Hz/s)
PMU HFD CAF PMU HFD CAF

Case-1 (PMU-1) 0.012 2.61e-4 7.6e-5 2.34 2.84e-3 2.51e-4

Case-1 (PMU-2) 4.1e-4 2.2e-4 1.37e-4 0.21 1.2e-3 1.8e-4

Case-2 (PMU-1) 0.45 0.361 0.36 20.9 2.07 1.8

4.6.3 Mode estimation using frequency and ROCOF signals

The reference voltage, Vre f , setting of machine-1 is perturbed in order to excite a local
swing mode associated with generators 1 and 2 of the 4-machine 10-bus power system,
(Shubhanga, 2018). This is shown in Fig. 4.13, where slip variables are plotted with re-
spect to COI. The figure shows a local mode in the initial part and an inter-area mode in
the later part. For this case, the frequency at bus-1 of the 4-machine 10-bus power system
is computed using PMU-2 for a duration of 20 s, -see Fig. 4.14. Similarly, the ROCOF for
bus-1 is plotted in Fig. 4.15.

The frequency signal plot given in Fig. 4.14, shows a decreasing trend throughout
the simulation time period and this trend has to be removed before subjecting the signal
for mode estimation using the Prony method (Aalam and Shubhanga, 2021), (Rao and
Shubhanga, 2017). However, such a problem is not faced while dealing with the ROCOF
signal which is inherently detrended, as can be seen in Fig. 4.15. The results of the prony
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analysis are tabulated in Table. 4.9. From the results, it can be noted that the execution
time as well as the order of the linear predictor (n) required for the achievement of a good
fitment for the input signal is also substantially less for the ROCOF signal when compared
to its frequency counterpart. Hence, the ROCOF signal can be considered as a candidate
signal for mode estimation in power systems.

0 1 2 3 4 5 6 7 8 9 10

Time (s)

-4

-3

-2

-1

0

1

2

S
li
p

 w
rt

 C
O

I

10
-4

Gen-1

Gen-2

Gen-3

Gen-4

Figure 4.13: Slip excursions during Vre f perturbation of gen-1.
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Figure 4.15: ROCOF at bus-1 for Vre f perturbation of gen-1.

Table 4.9: Prony analysis of case-3 signals obtained using PMU-2

Signal Type Dominant Mode f (Hz) Damping ratio Time (s) n

fCAF
−0.079+4.07 j 0.648 0.0194

5.28 168−1.103+6.72 j 1.07 0.1618

ROCOFCAF
−0.0447+4.07 j 0.648 0.011

0.54 22−1.118+6.673 j 1.06 0.165

4.7 Case Studies Using ISO New-England Power System
Signals

In this section, the reconstruction-based frequency estimation technique has been applied
to practical signals acquired from PMUs installed throughout the ISO New-England (ISO-
NE) power system.

4.7.1 Construction of time-domain sinusoidal signals from phasor sam-
ples

PMU data provided for the ISO-NE power system, (EECS, 2022), (Maslennikov et al.,
2016) consists of positive sequence voltage, current and frequency values acquired from
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many locations over the entire grid. According to the data sheets provided by EECS (2022),
Maslennikov et al. (2016), a total of 35 PMUs are installed all over the ISO-NE power
system. The PMUs installed at the ISO-NE power system transmit data at a rate of 30 fps.
Using PMU data which is available at such a low frame rate, i.e., one phasor sample per two
cycles (for a 60 Hz fundamental), it is not feasible to construct the time-domain sinusoidal
signal. Therefore, the PMU phasor data provided for the ISO-NE system is interpolated
to a higher sampling rate (choosing 20 samples per cycle of the fundamental) so that the
sinusoidal signals in the abc-frame are fed to the chosen PMU algorithm, -see Fig. 4.16.
This approach is justified in the later part of the paper by comparing the modal features
of the frequency signal provided by the ISO-NE system data and the computed frequency
signals obtained via the reconstruction-based approach.

Park

Inverse

Dominant Modes

Downsample/Decimate

PMU Reconstruction

Interpolation

Algorithm

Prony

CAF and HFD

PMU Data

Phasor

X̄

xc(t)

xb(t)

xa(t)

xaR(t)

fCAF fHFDfPMU

Figure 4.16: Schematic approach for construction of sinusoidal signals from phasor data.

In EECS (2022), Maslennikov et al. (2016), data is provided for different power system
events caused by different faults in the ISO-NE power system or its surrounding areas as
depicted in Fig. 4.17. To show the efficacy of the reconstruction-based methods, two case
studies are chosen. The description of the cases is provided in Table. 4.10 and are detailed
below:
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Figure 4.17: Area map of the ISO-NE power system with Area-1 denoting the internal area of
the ISO-NE power system, whereas Area-2 and Area-3 denoting the surrounding areas, (EECS,
2022), (Maslennikov et al., 2016).

Table 4.10: List of Events in ISO-NE power system (EECS, 2022), (Maslennikov et al., 2016).

Case No Event date
Oscillation

type
Frequency

(Hz)
Data

duration (s)
Source and location

Case-1 June 16, 2017
System wide

mode
0.27 180

• Large generator fault
• Located outside ISO-NE in area-2

Case-3 July 20, 2017
Regional

mode
1.13 180

• Large generator fault
• Located in ISO-NE in area-1
• Source is located East from

Sub-2 connected by Line-2 and Line-4

1. Case-1: In this case, system-wide oscillations are caused due to a large generator
fault in the Southern part of the Eastern interconnection located outside the ISO-New-
England Power System in area-2 as depicted in Fig. 4.17. The oscillation frequency
for this case is around 0.27 Hz and is observed at several locations throughout the
New-England power grid. For this case, the original frequency data provided by the
PMUs at Sub-3, Line-7 and Sub-2,Line-2 are plotted in Fig. 4.18.
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Figure 4.18: Frequency estimates for case-1 from ISO-NE PMU data.

The positive-sequence voltage phasor samples provided by a PMU on Line-7 con-
necting Substation-3 is used for frequency estimation since it is electrically close to
the fault origin. The constructed sinusoidal signal at the output of the park-inverse
block (see Fig. 4.16) is fed to PMU-2 and in-turn to reconstruction-based approaches
to compute fPMU , fCAF and fHFD as given in Fig. 4.19.
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Figure 4.19: Frequency estimates for case-1 using PMU-2.

A similar plot is obtained for PMU-3 in Fig. 4.20. The frequency errors correspond-
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ing to these two PMUs are given in Fig. 4.21.
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Figure 4.20: Frequency estimates for case-1 using PMU-3.
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Figure 4.21: Frequency error for case-1 using PMU-2 and PMU-3.

It is observed that the frequency estimates obtained using PMU-2 are less accurate
compared to the reconstruction-based estimates. This is due to lack of elimination
of the second harmonic component for the single-phase signals as well as the poor
performance of the time-derivative based frequency estimation, especially for noisy
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signals. Even for PMU-3, the frequency estimates provided by the reconstruction-
based methods are better than the inherent PMU-algorithm for a single-phase basis.
The maximum frequency error obtained using the fCAF estimates in the 80 to 90 s
window is 7.74× 10−4 Hz, whereas the error computed for the fPMU (for PMU-3)
estimates is 9.41× 10−4 Hz. The oscillation frequency of 0.27 Hz can be roughly
calculated from the frequency plots in Figs. 4.19 and 4.20. The rate-of-change of
frequencies for case-1 signals computed using PMU-3 and the reconstruction-based
methods are shown in Fig. 4.22, where the superiority of the reconstruction-based
estimates over the single-phase PMU based estimates can be verified.
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Figure 4.22: ROCOF for Case-1 using PMU-3.

2. Case-3: In this case regional oscillations are caused due to a large generator fault
located inside the ISO-NE power system in area-1. The source of the fault is located
east from Substation-2 connected by line 2 and line 4. Oscillation frequency of 1.13
Hz is observed at some locations in the ISO-NE power system with growing magni-
tude for 40 s. For this case, the original frequency data provided by PMUs at Sub-3,
Line-7 and Sub-2, Line-2 are plotted in Fig. 4.23.

The PMU data at Substation-2, Line-2 is fed to the interpolation block in Fig. 4.16.
The frequencies computed using PMU-2 and PMU-3 are plotted in Figs. 4.24 and
4.25, respectively. The frequency errors for both PMU-2 and PMU-3 are shown in
Figs. 4.26. The PMU-based frequency error using PMU-2 is slightly greater than that
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obtained using the reconstruction-based methods, whereas for PMU-3, the inherent
frequency estimation results closely match with the reconstruction-based results. The
oscillation frequency of 1.13 Hz can be clearly visualized using the frequency plots
given in Figs. 4.24 and 4.25.
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Figure 4.23: Frequency estimates for case-3 from ISO-NE PMU data.

95 100 105 110 115

Time (s)

59.99

59.995

60

60.005

60.01

60.015

60.02

60.025

60.03

60.035

F
re

q
u

e
n

c
y

 (
H

z
)

Frequency Case-3 Sub-2 Ln-2 using PMU-2 

Theoretical

PMU-based

CAF-based

HFD-based

98.8 98.9 99

60.018

60.02

60.022

Figure 4.24: Frequency estimates for Case-3 using PMU-2.

The ROCOF for case-3 computed using PMU-3 is shown in Fig. 4.27. The zoomed
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version of the estimates clearly shows the superiority of the ROCOF computed using the
reconstruction-based approach (especially CAF), over those computed using the single-
phase PMU based frequency. The error due to the second harmonic component is accen-
tuated in the ROCOF estimates due to its derivative nature, which is clearly seen in the
PMU-based estimates.
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Figure 4.25: Frequency estimates for Case-3 using PMU-3.
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Figure 4.26: Frequency error for Case-3 using PMU-2 and PMU-3.
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Figure 4.27: ROCOF for Case-3 using PMU-3.

4.7.2 Mode estimation using frequency signals

Frequencies computed using the ISO-NE PMU data for various oscillation scenarios are
subjected to mode estimation using the Prony algorithm to analyse the prevalent dominant
modes and their damping performance. For the case studies presented, the PMU-based as
well as the reconstruction-based (CAF) frequency signals are employed. Frequency esti-
mates obtained from both the static PMU model (PMU-2) as well as the dynamic PMU
model (PMU-3) are used for mode estimation. Table. 4.11, lists the dominant modes
obtained through different frequency signals at 30 fps, for case-1 and case-3. For demon-
stration purposes, two sample windows of 10 s duration are chosen for the Prony analysis
as listed in the table. For example in case-1, the frequency estimates during the time in-
terval of 80 to 90 s show a gradual decrease in amplitude as can be seen from Figs. 4.19
and 4.20. This is further verified by a positive damping ratio associated with the observed
mode. The same approach is applied for case-3 signals, where a time interval of 95 to 105
s is chosen -see Figs. 4.24 and 4.25.

It can be observed that for both the cases the frequency of oscillation obtained using the
Prony method is very close to that mentioned in EECS (2022), Maslennikov et al. (2016).
The column “n” denotes the order of the Linear predictor required by the Prony algorithm to
find a best fit for the input frequency signal. It is seen that the execution time for the Prony
algorithm for the PMU-based frequency signal is slightly greater than the reconstruction-
based (CAF) signals for both the PMU-2 and PMU-3. For case-3, FR1 and its truncated
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mean version, (Dai and Tate, 2021) are subjected to Prony analysis for mode estimation.
The results are provided in Table. 4.12. The frequency of the dominant modes are accurate
and match with those provided in Table. 4.11, but no major improvements are observed
with respect to the execution time while using FR1 or its truncated mean version.

Table 4.11: Prony analysis of different frequency signals

Case PMU Freq Method Dominant Mode f (Hz) Damping Ratio Time (s) n

1 (80 to 90 s) 2 CAF-based -0.1695+1.801 j 0.286 0.0937 1.315 138

1 (80 to 90 s) 2 PMU-based -0.0689+1.74 j 0.276 0.0396 1.376 140

1 (80 to 90 s) 3 CAF-based -0.1526+1.8073 j 0.287 0.084 1.29 138

1 (80 to 90 s) 3 PMU-based -0.2031+1.75 j 0.278 0.115 1.29 138

3 (95 to 105) 2 CAF-based -0.0523+7.221 j 1.149 0.0072 1.1 122

3 (95 to 105) 2 PMU-based -0.0529+7.225 j 1.149 0.0073 1.15 124

3 (95 to 105) 3 CAF-based -0.0517+7.221 j 1.149 0.0072 1 118

3 (95 to 105) 3 PMU-based -0.0468+7.22 j 1.149 0.0065 1.1 122

Table 4.12: List of dominant modes obtained using Prony analysis for FR1 frequency.

Case-3
Parameters ↓ FR1 FR1 with truncated mean

Dominant Mode −0.0558+7.22 j −0.0529+7.22 j

Frequency (Hz) 1.149 1.149

Time elapsed 1.11 1.08

n 120 120

4.7.3 Time-Window/Piece-Wise Prony analysis of ISO-NE signals

Extracting dominant modes from power system signals for oscillation monitoring is not a
straightforward task, especially during fault conditions when the nature of the signals is
highly non-stationary and when the signal consists of a non-linear trend. Such signatures
can be clearly seen in case-1 and case-3 frequency signals as shown in Figs. 4.18 and
4.23, respectively. While handling such a non-stationary signal using conventional mode
estimation algorithms such as the Prony method, the following observations are made:

1. It is not easy to simply choose a single window of a given time interval a priori to
compute the dominant modes present in a signal, effectively.

2. The placement of the window relative to the start of the disturbance influences the
reliable estimation of the damping performance of the modes.
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3. Choice of a suitable window length depends on the frequency of oscillation.

These issues are addressed for case-1 and case-3 signals as follows:

4.7.3.1 Case-1

Here, observations based on the Prony analysis are noted for time-windows ranging from
60 s to 100 s for case-1. The reporting rate for frequency signals is also varied in order
to compare the modal behavior across different reporting rates. The results are given in
Tables. 4.13-4.14, including the theoretical. Four 10 s time-windows are examined using
the Prony method and the following observations are made:

1. The time-window ranging from 60 s to 70 s is shown in Fig. 4.28 (a). A frequency
of oscillation of 0.28 Hz along with a very slight decreasing trend can be seen during
this time interval. These observations are correctly identified by the Prony analysis
across all frame rates as given in Tables. 4.13-4.14.
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Figure 4.28: Four 10 s data windows for case-1 for Prony Analysis.
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Table 4.13: Prony analysis of different 10 s windows for case-1 using theoretical and PMU-3
CAF signal at 30 fps.

Signal→ Theoretical signal PMU-3 CAF at 30 fps
Time Window

Chosen (s)
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n

60 to 70 −0.0006+1.76 j 0.28 3.4×10−4 1.36 140 −0.012+1.75 j 0.27 0.0073 1.4 142

70 to 80
0.2+1.618 j 0.25 -0.125

1.39 142
0.1856+1.589 j 0.25 -0.116

1.27 132−0.136+2.054 j 0.32 0.066 −0.17+2.054 j 0.32 0.0825

80 to 90
−0.09+1.71 j 0.27 0.0526

1.35 138
−0.1512+1.8 j 0.28 0.083

1.3 138
- - - 0.281+1.46 j 0.23 0.19

90 to 100
−0.082+1.77 j 0.28 0.0463

1.43 140
−0.122+1.75 j 0.27 0.0695

1.42 144−1.35+0 j 0 - −2.53+0 j 0 -

Table 4.14: Prony analysis of different 10 s windows for case-1 using PMU-3 CAF signals at
60 fps and 120 fps.

Signal→ PMU-3 CAF at 60 fps PMU-3 CAF at 120 fps
Time Window

Chosen (s)
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n

60 to 70 −0.0103+1.76 j 0.27 0.0059 9.94 282 −0.0142+1.75 j 0.27 0.008 36.7 386

70 to 80
0.1839+1.6 j 0.25 -0.114

7.78 252
0.186+1.58 j 0.25 -0.117

33 372−0.1726+2.073 j 0.32 0.083 −0.168+2.04 j 0.32 0.0821

80 to 90
−0.124+1.81 j 0.28 0.068

9.33 274
−0.139+1.8 j 0.28 0.077

37.4 394−0.24+1.38 j 0.22 -0.171 −0.28+1.42 j 0.22 0.193

90 to 100
−0.121+1.752 j 0.28 0.069

10.3 286
−0.128+1.75 j 0.27 0.073

49 408−2.4+0 j 0 - −0.69+2.83 j 0.45 0.237
- - - −3.72+0 j 0 -

2. As can be clearly seen from the second time-window ranging from 70 to 80 s in Fig.
4.28 (b), the amplitude of the frequency signal is increasing with time through the
window. This increase in the amplitude is reflected by the negative damping ratio
associated with the dominant modes computed for the time-window, as is verified in
Tables. 4.13-4.14. The value of the frequency and the damping ratio for all frame
rates is very close to each other and in turn close to the theoretical values.

3. For the time interval of 80 to 90 s, the amplitude of the frequency signal is clearly
decreasing as shown in Fig. 4.28 (c). For this window, the frequency of oscillation
as calculated using the Prony method for the dominant mode is approximately 0.28
Hz for all the frame rates. A positive damping ratio is also a feature of this time-
window, which varies between 0.07 and 0.09 for different reporting rates, for CAF-
based frequency signals -see Tables. 4.13-4.14.

4. In the time interval ranging from 90 to 100 s the frequency signal amplitude is again
seen to decrease with time, shown by Fig. 4.28 (d). The dominant mode frequency of
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the signal is 0.28 Hz approximately across all the frame rates whereas the damping
ratio lies around 0.07 for CAF-based frequency signals.

Note : In the 80-90 s time-interval an additional low amplitude mode is observed across
all the frame rates for the CAF-based frequency signals, as depicted by the Prony results.

4.7.3.2 Case-3

The time-window based Prony analysis results for case-3 frequency signals for a duration
of 40 seconds starting from 75 s and ending at 115 s are given in Tables. 4.15-4.16, for dif-
ferent frame rates, ranging from 30 fps to 120 fps, including the theoretical. The following
observations are made :

1. The frequency plot for the 75 s to 85 s time interval is shown in Fig. 4.29 (a). The
dominant mode for this time-window as computed using the Prony algorithm for
all frame rates correctly reflects the frequency component of 1.13 Hz present in the
signal. A negative damping ratio is also noted, clearly indicating growing oscillations
in this time interval.

105 110 115

<------------------------------- Time Window (s) ------------------------------>

59.98

59.99

60

60.01

60.02

60.03

95 100 105
59.98

59.99

60

60.01

60.02

60.03

F
re

q
u

e
n

c
y

 (
H

z
) 

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

>

85 90 95
59.98

59.99

60

60.01

60.02

60.03

Case-3 using PMU-3

75 80 85
59.98

59.99

60

60.01

60.02

60.03
CAF-based Theoretical

(a)
(b)

(c) (d)

Figure 4.29: Four 10 s data windows for case-3 for Prony Analysis.
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Table 4.15: Prony analysis of different 10 s windows for case-3 using theoretical and PMU-3
CAF signal at 30 fps.

Signal→ Theoretical PMU-3 CAF at 30 fps
Time Window

Chosen (s)
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n

75 to 85 0.06+7.12 j 1.13 -0.008 1 110 0.048+7.13 j 1.13 -0.0067 1.01 112

85 to 95 −0.007+7.11 j 1.13 0.001 1.22 128 −0.009+7.11 j 1.13 0.0013 1.02 112

95 to 105 −0.05+7.22 j 1.14 0.0069 1.1 122 −0.051+7.22 j 1.14 0.0072 1.1 122

105 to 115
−0.178+7.24 j 1.15 0.0246

1.34 140
−0.272+1.1 j 0.17 0.24

1.14 124−0.32+1.145 j 0.18 0.269 −0.118+7.3 j 1.16 0.016

Table 4.16: Prony analysis of different 10 s windows for case-3 using PMU-3 CAF signals at
60 fps and 120 fps.

Signal→ PMU-3 CAF at 60 fps PMU-3 CAF at 120 fps
Time Window

Chosen (s)
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n
Dominant

Modes
Freq
(Hz)

Damping
ratio

Time
(s)

n

75 to 85 0.049+7.12 j 1.13 -0.007 5.62 218 0.05+7.13 j 1.13 -0.007 19 318

85 to 95 −0.009+7.11 j 1.13 0.0013 5.82 222 −0.009+7.12 j 1.13 0.0013 19.8 320

95 to 105 −0.0565+7.2 j 1.14 0.0078 6.7 238 −0.057+7.22 j 1.14 0.0079 25 334

105 to 115
−0.27+1.097 j 0.17 0.241

7.3 246
−0.263+1.09 j 0.17 0.234

26 340−0.1192+7.3 j 1.16 0.016 −0.1192+7.3 j 1.16 0.0163

2. From 95 s to 105 s, the amplitude of the frequency signal is seen to decrease as
indicated in Fig. 4.29 (c). A dominant frequency component of 1.13 Hz can also be
verified using Fig. 4.29 (c). The damping ratio for this particular time window is
positive and it ranges from 0.0072 to 0.0079 for different reporting rates as can be
verified from Tables. 4.15 and 4.16, for CAF-based frequency signals.

For case-3, even the HFD based frequency estimates at 30 fps are subjected to time-
window based Prony analysis. The results are given in Table. 4.17. The values for the
dominant modes, execution time and order of the linear predictor are found to be similar to
those obtained using the CAF as well as the theoretical based frequency signals.

NOTE:

1. Across different frame rates the value of frequency and damping ratio for identical
time-windows is approximately the same.

2. The value of “n” as well as the execution time is seen to increase as higher frame rate
signals are used. Estimates obtained at high fps values cannot be used directly for
online analysis and must be decimated to lower rates to enable fast processing.
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3. The mode estimates for different frame rates for a given time-window with CAF/HFD-
based frequency signals closely match those obtained for theoretical signals. This
justifies the idea of interpolating the phasor samples available from the ISO-NE
power system in order to accurately construct the time-domain sinusoidal 3-phase
signals for frequency estimation.

Table 4.17: Prony results of different 10 s windows for case-3 using PMU-3 HFD signals (30
fps)

Time Window Dominant Frequency Damping Time n
Chosen (s) Modes (Hz) Ratio (s)

65 to 75 1.29 1300.0322+0.8493 j 0.1352 -0.038
0.1134+7.17 j 1.14 -0.0158

75 to 85 0.0525+7.134 j 1.13 -0.0074 1.07 116

85 to 95 −0.0092+7.12 j 1.13 0.0013 1.05 114

95 to 105 −0.0475+7.213 j 1.15 0.0066 1.15 122

105 to 115 1.21 124−0.2747+1.05 j 0.176 0.2413
−0.1187+7.297 j 1.161 0.0163

4.7.4 Effect of initial value of the order of linear predictor (OLP) on
execution time

The number of component modes present in a power system signal is denoted by the order
of the linear predictor “n”. This value is not known a priori and hence it is obtained through
an iterative process in the Prony algorithm until the estimated signal matches the input orig-
inal signal as determined by a fitness metric, referred to as SNR, (Sarkar et al., 2018). The
initial value of, “n”, used for the Prony analysis in this chapter is two, which is increased
in steps of two till the desired fitment is achieved. This iterative approach is the primary
reason that signals with high frame rates lead to higher values of execution time. This can
be avoided by carefully choosing an initial value of “n”. For example, in case-1 across
different frame rates the initial value of n = ni is set to 120, 240 and 350 for 30, 60 and 120
fps, respectively, instead of 2. These values are chosen based on the previously computed
estimates of “n” for case-1. Such a technique drastically reduces the execution time for
the Prony analysis as can be seen in Table. 4.18. Such an approach can enable quick and
precise mode estimation even for higher frame rate signals if an appropriate value of ni is
chosen.
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Table 4.18: Effect of base initial value of n on execution time

Time Window (s)
Case-1 execution time (s)

30 f ps/ni = 120 60 f ps/ni = 240 120 f ps/ni = 350

60 to 70 0.75 3.37 12.5

70 to 80 0.59 1.28 8.91

80 to 90 0.68 2.81 13.6

90 to 100 0.76 3.64 18.6

4.7.4.1 An approach to avoid iteration in the Prony algorithm

Choosing a value of ni which is slightly on the higher side of the maximum value of “n”
obtained in the previous studies (across all time windows for a particular case) leads to
an instant convergence of the Prony method for a particular input signal. For example, in
Table. 4.13, the maximum value of “n” obtained across all time windows is 144 (for 30
fps), and hence choosing the value of ni as 146 for that particular frame rate, completely
eliminates iterative procedure and drastically reduces the execution time. This is shown in
Table. 4.19, where the value of ni for different fps values is altered, leading to an instant
convergence of the Prony method. This technique is seen to reduce the execution time to
less than one second across all frame rates.

Table 4.19: Effect of high initial value of n on execution time

Time Window (s)
Case-1 execution time (s)

30 f ps/ni = 146 60 f ps/ni = 290 120 f ps/ni = 420

60 to 70 0.419 0.546 0.965

70 to 80 0.417 0.57 0.975

80 to 90 0.417 0.576 0.979

90 to 100 0.431 0.565 0.979

Such an approach enables the Prony analysis, an iterative algorithm, to be used as a
real-time mode estimation tool. However, this requires a careful offline study about system
signal characteristics under different disturbance scenarios, to understand the convergence
behaviour of the Prony method.
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4.7.5 Effect of window length on mode estimation

During fault conditions power system signals exhibit non-stationary behaviour. Power sys-
tem oscillations during such conditions can last for a few cycles to several minutes. It
would have been ideal to have a signal with uniform characteristics during the entire inter-
val to enable easy mode identification. But this is not the case with power system signals
which constantly change due to the non-linear nature of the system. Therefore, processing
such signals over the entire interval for mode identification can lead to erroneous results.
Hence, the previous analysis included piece-wise windows where the entire interval is bro-
ken down into consecutive 10 s windows and then analyzing them taking one window at a
time. This technique is based on the observation that within a time window, the signal has
a uniform characteristic, therefore eliminating ambiguity in the Prony based results. The
mode estimation task is repeated for case-1 and case-3 for several 20 s windows as given
in Fig. 4.30 and Fig. 4.31, respectively in the following lines.

4.7.5.1 Case-1

The Prony results for a 20 s window for case-1 are given in Table. 4.20.

1. The corresponding frequency plot for 50 to 70 second time interval is given in Fig.
4.30 (a). The amplitude of the oscillations during this time interval is seen to be
sustained. Such a behaviour is not properly captured by the Prony method where the
dominant mode is seen to have a negative damping indicating a growth in oscillations.

2. The amplitude of the oscillations in 70 to 90 s interval is showing an increasing as
well as decreasing trend as shown in Fig. 4.30 (b). Prony analysis for this time span
indicates a single dominant mode with positive damping, which does not adequately
represent the whole signal in the window -see Table. 4.20.

From Table. 4.13, it can be seen that the said interval is divided into two consecutive
windows of each 10 s duration. When mode estimations are carried in these two
windows the respective damping factors correctly predict the oscillation trends.

3. Similarly, for the time interval ranging from 90 to 110 s -see Fig. 4.30 (c) the Prony
method throws up modes which are having both negative and positive damping.

4. For 110 to 130 s window -see Fig. 4.30 (d), the Prony estimates indicate a single
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dominant mode with positive damping, which fails to validate the signal characteris-
tics in the said interval.
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Figure 4.30: Prony based mode estimation for case-1 using 20 s data windows

Table 4.20: Prony analysis of different 20 s windows for case-1 using PMU-3 CAF signals (30
fps)

Time Window Dominant Frequency Damping Time (s) n
Chosen (s) Modes (Hz) Ratio (s)
50 s to 70 s 0.044+1.67 j 0.26 -0.0263 11.4 276

70 s to 90 s −0.0458+1.66 j 0.26 0.0276 9.17 282

90 s to 110 s 9.08 2820.137+1.902 j 0.3 -0.0718
−0.115+1.841 j 0.29 0.0623

110 s to 130 s −0.058+1.74 j 0.27 0.033 7.5 258

4.7.5.2 Case-3

For 20 s window, the results of mode estimation are given in Table. 4.21.
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Figure 4.31: Prony based mode estimation for case-3 using 20 s data windows

1. For the first, window ranging from 65 to 85 seconds, the signal shows a conspicuous
increasing trend throughout, as indicated in Fig. 4.31 (a). Here the Prony algorithm
is able to accurately estimate the frequency of oscillation as well as its damping ratio,
as given in Table. 4.21.

2. The frequency plot from 85 s to 105 s range shows an oscillation trend which grad-
ually decreases, as shown in Fig. 4.31 (b). The Prony method fails to identify the
decreasing oscillation trend of the dominant mode, indicating only a slight negative
damping present in the initial part of the signal. This is indicated in Table. 4.21.
However from Table. 4.15, it can be verified that when the said interval is divided
into two consecutive windows of a shorter duration of 10 s, the estimated damping
factors in these windows, accurately depict the decreasing oscillation trend.

3. The last window shown here ranges from 105 to 125 s, with a single dominant trend
present in the signal as shown in Fig. 4.31 (c). Here, the Prony method successfully
estimates the dominant mode, -see Table. 4.21.
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Table 4.21: Prony analysis of different 20 s windows for case-3 using PMU-3 CAF signals (30
fps)

Time Window Dominant Frequency Damping Time (s) n
Chosen Modes (Hz) Ratio

65 s to 85 s 0.0813+7.18 j 1.14 -0.0116 8.9 278

85 s to 105 s 0.0142+7.125 j 1.13 -0.002 8.6 274

105 s to 125 s −0.15+7.31 j 1.16 0.0205 8.4 272

4.7.5.3 Case-1 and Case-3 with 40 s window

Prony estimates for a window length of 40 s, for case-1 and case-3, PMU-3 CAF signals,
ranging from 90 to 130 s and 65 to 105 s, respectively are given in Tables. 4.22 and 4.23.
As seen previously, for longer window lengths with multiple signatures the Prony method
fails to segregate the dominant modes. For example, in case-1 an increasing oscillation
trend can be observed during the 105 to 115 s interval, -see Fig. 4.32. This increase in
the amplitude is not reflected in the Prony analysis results of the signal, as given in Table.
4.22. On the other hand the frequency values for both the cases are accurately identified,
even for the longer window length. The execution time as well as the value of the order of
the linear predictor (n) are high due to the increased window length for both the cases. Due
to such a high value of “n”, the reconstructed signal based on the Prony estimates closely
matches with the original input signal, as shown in Fig. 4.32.

Table 4.22: Prony analysis of a 40 s window for case-1 using PMU-3 CAF signal (30 fps)

Time Window Dominant Frequency Damping Time (s) n
Chosen Modes (Hz) Ratio

90 s to 130 s 113.78 554−0.0124+1.7013 j 0.27 0.0073
−0.0152+1.43 j 0.226 0.0106

Table 4.23: Prony analysis of a 40 s window for case-3 using PMU-3 CAF signal (30 fps)

Time Window Dominant Frequency Damping Time (s) n
Chosen Modes (Hz) Ratio

65 s to 105 s 0.0075+7.1582 j 1.139 -0.001 87.7 518
−0.0046+6.99 j 1.11 0.0007
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Figure 4.32: Fitment for 40 s data windows for case-1 and case-3.

The above analysis clearly demonstrate that one should be very careful while choos-
ing the window length for a proper mode estimation. Some guidelines for choosing an
appropriate window length for mode estimation are given as follows :

1. Since electromechanical oscillation frequencies range from 0.05 to 4 Hz, a window
span of 40 s can be initially chosen. On the other hand, one can use FFT/power
spectrum analysis to get a rough estimate of the dominant frequency present in the
signal. Based on this a window length may be chosen which pertains to 5 times the
time-period for inter-area frequencies and 20 times the time-period for local mode
frequencies (in the range of 1 to 3 Hz).

2. Using the chosen window of data, a preliminary mode estimation can be made based
on the Prony algorithm. A visual comparison of the signal oscillation trend and the
estimated modal values may be made. If this validation is not adequate, the length of
the data window is halved.
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3. After halving the data window length, the mode estimation is again performed and
checked for consistency based on visual inspection.

4. This process may be repeated until the Prony results match with the features of the
signal in the chosen data window.

5. The frequency in the data window can be roughly estimated by approximately choos-
ing a cycle of data and can be compared with the Prony based results as in Fig. 4.19.
Visual inspection can also provide a rough idea of the nature of the damping existent
in the chosen window which can be compared with the Prony based results.

6. Increasing the window length to 40 s for case-1 and case-3 Prony analysis, leads
to further ambiguity in the dominant mode estimates. Such long duration windows
result in an increased execution time as well as the order of “n”, even while using
low frame rate signals.

4.7.6 Effect of starting point of the data window on mode estimation

Another point to be noted while performing mode estimation using the Prony method is
choosing the starting point of the data window. Usually, an event detection algorithm lo-
cates the start of an oscillatory event and initiates a data window for mode estimation. This
initial placement of the data window is found to effect the dominant mode calculation for
signals with multiple characteristics in a short time-span, such as seen in case-1 and case-3.
This is shown by delaying the starting point by 5 s for case-1 as depicted in Fig. 4.33, and
similarly advancing by 5 s for case-3, as shown in Fig. 4.34. The shifting of the starting
time for the window resulted in some inconsistency in the damping factor estimation for
the 85 s to 95 s window, -see Table. 4.24 for case-1. However, for case-3, the change in the
starting point has shown no major effect on the mode estimates, -see Table. 4.25.

Table 4.24: Prony analysis for Case-1 CAF-based (30 fps) frequency signals using 10 s win-
dows with a delay of 5 s

Time Window Dominant Frequency Damping Time (s) n
Chosen Modes (Hz) Ratio

75 s to 85 s −0.0075+1.678 j 0.26 0.0045 1.23 134

85 s to 95 s −0.08+1.764 j 0.28 0.0453 1.27 136

95 s to 105 s −0.0375+1.715 j 0.27 0.0219 1.23 134

105 s to 115 s 0.05+1.64 j 0.26 -0.0305 1.27 132
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Figure 4.33: Change of starting point of 10 s frequency window for case-1
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Figure 4.34: Change of starting point of 10 s frequency window for case-3
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Table 4.25: Prony analysis for Case-3 CAF-based (30 fps) frequency signals using 10 s win-
dows with an advancement of 5 s

Time Window Dominant Frequency Damping Time (s) n
Chosen Modes (Hz) Ratio

60 s to 70 s 0.129+7.18 j 1.14 -0.018 1.3 138

70 s to 80 s 0.0724+7.16 j 1.14 -0.0101 1.1 130

80 s to 90 s 0.0047+7.13 j 1.13 −6.6×10−4 1.03 116

90 s to 100 s −0.0035+7.124 j 1.13 4.9×10−4 1.25 134

4.7.6.1 Inclusion of Pre-Event Signal for Prony Analysis

For case-3 data points pertaining to the pre-event time are included in the Prony analysis
time-window. The window ranging from 57 to 67 s is subjected to Prony analysis and the
results are given in Table. 4.26. Compared to the results obtained in Tables.4.15 and 4.16,
where the time-window consisting of the event is subjected to Prony analysis, Table. 4.26,
indicates multiple dominant modes. This includes the regional mode with a frequency of
1.14 Hz, along with a low frequency mode of frequency 0.321 Hz with a negative damping
ratio. This shows that the use of pre-event signal results in erroneous modal estimation
results.

Table 4.26: Inclusion of pre-event signal in Prony time window for case-3

Time Window
chosen (s)

Dominant
Modes

Frequency
(Hz)

Damping
Ratio

Time
(s)

n

57 to 67
0.0177+2.017 j 0.321 -0.008

1.24 142−0.1185+0.8063 j 0.128 0.1454
0.0883+7.1919 j 1.144 -0.123

4.7.7 Mode estimation using ROCOF signals

ROCOFs evaluated for case-1 and case-3 are used for mode estimation and the results are
compared with the Prony estimates obtained from their frequency counterparts. Both the
frequency deviation and the ROCOF obtained using the CAF-based method, for the same
time-windows are compared in Figs. 4.35 and 4.36, for case-1 and case-3, respectively.
This is shown in order to visualize the time-lead nature of the ROCOF estimates compared
to the frequency estimates. The dominant modes evaluated using the Prony method for
the ROCOF signals are given in Tables. 4.27 and 4.28 for case-1 and case-3, respectively,
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where the modal characteristics of the ROCOF signals can be compared with their fre-
quency counterparts for the same time-window. The frequencies of oscillations obtained
for either frequency or ROCOF signals via the Prony method for the same time-window are
approximately the same. The damping nature of the ROCOF signals in the time-windows
is also well reflected using the Prony method.
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Figure 4.36: CAF-based ROCOF vs frequency for case 3

Based on the results obtained from the analysis of the 4-machine 10-bus power system
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and using the ISO-NE signals, the following inferences can be made:

1. Power system frequency signals tend to have highly non-stationary characteristics
along with linear or non-linear trends during fault conditions. Removing such trends
prior to mode estimation is a challenging task in itself. In case of ROCOF, since the
signals are inherently detrended to some extent, because of the derivative nature of
the estimates, the order of the fitness is lower and may reduce the computation time.

Table 4.27: Modal performance comparison of ROCOF and frequency signals for case-1 (30
fps)

Parameters ↓ ROCOF Time-window (s) Frequency Time-Window (s)
60-70 70-80 60-70 70-80

Dominant mode
−0.024+1.7315 j 0.2042+1.557 j −0.0127+1.75 j 0.1856+1.589 j

- −0.109+1.9836 j - −0.17+2.054 j

f (Hz) 0.27 0.248, 0.31 0.279 0.25, 0.32

Damping ratio 0.014 -0.13, 0.0552 0.0073 -0.116, 0.0825

Exec Time (s) 1.27 1.01 1.4 1.27

n 132 114 142 132

Table 4.28: Modal performance comparison of ROCOF and frequency signals for case-3 (30
fps)

Parameters ↓ ROCOF Time-window (s) Frequency Time-Window (s)
75-85 85-95 75-85 85-95

Dominant mode 0.0407+7.1287 j −0.0088+7.12 j 0.048+7.13 j −0.009+7.11 j

f (Hz) 1.13 1.13 1.13 1.13

Damping ratio -0.0057 0.0012 -0.0067 0.0013

Exec Time (s) 1 0.8 1.01 1.02

n 96 86 112 112

2. It is shown using Tables. 4.27 and 4.28, that the execution time as well as the order of
the linear predictor (n) is lower while using ROCOF signals as compared to frequency
signal, for the same time-window. This enables rapid mode estimation and therefore
makes ROCOF signals viable candidates for Prony based analysis.

3. The execution time can be further reduced by appropriately choosing a base value
of “n”, for ROCOF based mode estimation. The base value of “n” varies depending
on the type of the system, nature of the fault and the frame rate chosen, etc. Hence,
baseline analysis could be done for a particular system choosing an appropriate frame
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rate, in order to allot a sensible value of “n” which reduces the execution time for
modal analysis.

4.8 Frequency Estimation During Loss-of-Synchronism of
a Lab Machine

In this section frequency estimation using voltage signals during loss-of-synchronism con-
dition of a laboratory generator is attempted. The terminal voltage va(t) of the generator
during such an event is shown in Fig. 4.37 (a). Once the machine losses synchronism,
it exhibits a slipping of pole and it continues until the machine is finally tripped. During
this period the peak voltage value is seen to dip to as low as zero. Therefore, an accurate
frequency computation during such conditions is very hard to achieve. Fig. 4.37 (b), shows
the frequency estimates obtained employing PMU-3 as well as the reconstruction-based
approaches. Clearly, all the frequency estimation methods fail to properly track the fast
frequency changes in the signal during the loss-of-synchronism. This is also verified in
Denys et al. (1992), where the author uses different methods to compute frequency dur-
ing loss-of-synchronism but fails due to the extremely non-stationary nature of the voltage
waveform. The “refined frequency” i.e. FR1, obtained from (4.40) using PMU-3 also fails
to track the fast frequency changes of the signal during such a condition.
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Figure 4.37: (a) Voltage signal during loss of synchronism. (b) Frequency computed during
loss of synchronism.
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4.9 Summary of the Presented Work

In this chapter, a reconstruction-based frequency estimation technique is proposed. This
method is shown to provide standard compliant frequency values during adverse signal
conditions, even when employing computationally light phasor estimation techniques.

The work reported in this chapter can be summarized as follows :

1. It is shown that the time-domain signals obtained via reconstruction using off-nominal
phasor samples accurately reflect the original signal frequency. These reconstructed
signals are used as inputs to the CAF and the HFD method, for frequency estimation.

2. For different IEEE synchrophasor standard based test signals, the frequency esti-
mates obtained employing the reconstruction-based method are shown to be far more
accurate than those obtained using the PMU-based approach (especially in case of
PMUs employing static model based algorithms). These frequency estimates are
compliant with the latest synchrophasor standard, even for test signals containing
inter-harmonic frequencies.

3. It is shown that the reconstruction block can be used as an extra module in the ex-
isting PMU architecture without disrupting the PMU overall structure. Therefore,
even basic P-type PMU algorithms can be augmented with the reconstruction module
in order to enhance their frequency estimation capabilities and make them M-class
compliant.

4. The reconstruction-based approach is shown to successfully estimate the frequency
and subsequently ROCOF for a simulated 4-machine, 10-bus power system. These
signals are compared with the PMU-based frequency estimates and the FE, RFE
values are noted. Mode identification is also performed using the reconstruction-
based frequency and ROCOF estimates.

5. Disturbance related signals obtained from the ISO-NE power system are also sub-
jected to the reconstruction-based approach and the computed frequency estimates
are compared against values provided by the practical PMUs.

6. The reconstruction-based frequency and ROCOF estimates computed for different
cases of the ISO-NE power system are subjected to Prony analysis for mode identi-
fication. The effect of window length, starting time instant, frame rate and the order
of the linear predictor, on mode estimation is also studied.
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7. Advantages of using ROCOF signals over frequency signals as inputs to the Prony
algorithm for mode estimation are also demonstrated in this chapter.

8. It is also noted through a lab experimentation that an accurate frequency estimation
during loss-of-synchronism condition is not straightforward.

The occurrence of events in a power system must be identified as accurately as pos-
sible in order to initiate appropriate action for protecting the power system. As shown in
this chapter, for a power swing event, variation of the start time of windows employed for
mode estimation results in ambiguity, especially in the damping ratio values. Such a dis-
crepancy among others can be successfully avoided if the event start time is estimated with
precision. Such a task is not easy due to the growing number of PMUs in WAMS. Identi-
fying the occurrence of events and their location identification are therefore a challenge for
power system operators. Hence, in the next chapter various event detection algorithms are
discussed. These algorithms process data from multiple PMUs simultaneously in order to
identify the occurrence of an event as well as provide information related to the localiza-
tion. These algorithms employ signal processing based techniques to point out anomalies
in PMU data, such as phasor magnitude, frequency and ROCOF. The capability of event
detection algorithms to identify disturbances such as fault, load loss or loss-of-synchronism
etc, is also verified in the next chapter.
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Chapter 5

POWER SYSTEM EVENT
DETECTION AND
LOCALIZATION-A NEW APPROACH

5.1 INTRODUCTION

Phasor measurement units connected to a wide area network send enormous amount of data
to control centers, where the PDC streamlines the data to enable ease of analysis. This data
encapsulates steady-state as well as dynamic behavior and therefore must be thoroughly
analysed in order to understand the overall functioning of the power system. Data points
exhibiting abnormal variation are identified using event detection algorithms, which help
the power system operator to initiate appropriate protection or control actions. Event de-
tection in power systems is the process of analyzing PMU data streams in order to discover
sets of data points which do not match with the ambient or normal values. Event detection
algorithms primarily include training and non-training based techniques. Any irregular
patterns or signatures left on a power system signal define the type of an event. When-
ever an event detection algorithm flags the occurrence of a disturbance the localization and
classification processes are initiated. The portion of the power system where an event is
originated or which is affected the most by a disturbance, is identified using the localization
logic. This helps the power system operator to take necessary actions in order to curtail the
spread of the disturbance.
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In this chapter an event identification, localization and classification tool in designed
in order to illustrate an application of WAMS signals. Data obtained from multiple PMUs
is analysed using non-training based event detection techniques, notably the wavelet trans-
form and the standard deviation method. Signals obtained from multiple PMUs installed
throughout the power system are examined using these methods in order to accurately iden-
tify the occurrence of an event. The effectiveness of these methods is demonstrated using
practical signals from the ISO-NE power system as well as signals obtained from a sim-
ulation based 4-machine 10-bus power system. These signals include, the voltage phasor
magnitude, frequency and the ROCOF. Occurrence of an event is flagged by comparing
the wavelet energy and standard deviation values of a certain PMU signal against a set
threshold. Two methods such as the Percentile and 3− SD approaches are illustrated and
compared to determine an appropriate threshold. An event localization algorithm based on
the number of PMUs involved in the event detection stage is also presented. Based on the
presented algorithm, disturbances are classified as local or wide-spread events. Finally, a
method to identify a loss-of-synchronism condition using phase angle difference signals
obtained across transmission lines is also proposed.

5.2 Stages Involved in Event Detection and Localization

The overall process of analysing PMU/PDC data for power system disturbance related
studies is called as event analysis. It must be noted that event detection is an integral
part of the wider event analysis process. The event analysis process includes aspects such
as root cause analysis, disturbance categorization, duration of disturbances, actions to be
taken, lessons to be learned, etc. Our focus in this chapter will be the event detection
and localization aspect of event analysis. Detection and localization of an event can be
undertaken either on-line or off-line and generally includes the following stages :

1. Detection of an event.

2. Localization of an event.

3. Classification of an event.

These steps are summarized in Fig. 5.1. In the first stage, data is gathered from multiple
PMUs and processed using event detection algorithms. In case the PMU data consists of
samples which can be categorized as outliers based on a chosen threshold, an event is
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Figure 5.1: A generalized representation of PMU data based event detection, localization and
classification.

flagged, otherwise the PMU data set is updated to incorporate new samples. Once an event
is detected, the localization process is initiated. This step involves identification of the
portion of the grid where the disturbance has originated or which is affected the most.
Localization enables highlighting of the affected substations or areas in order to help the
operator to take decisions for ensuring normal operation of the overall power system. The
procedure for event localization is followed by event classification. In Kim et al. (2015),
events are classified as voltage and/or frequency-related, whereas in Ge et al. (2015), events
are categorized as real power type or reactive power type. Authors in Pandey et al. (2020),
group disturbances as, active power related events, reactive power related events or fault
events. Similarly, authors in Shaw and Jena (2020), have classified events as, a) generation
loss, b) load loss, c) impulse type, d) oscillatory type, e) islanding type.

In case of oscillation mode identification, event detection plays a crucial role. The cor-
rect instant at which the oscillations begin in a given signal (for example, frequency, voltage
magnitude or ROCOF) must be identified using the event detection algorithms. If the onset
of oscillations is detected preemptively then the pre-event signal will be used as an input to
the mode identification algorithms resulting in a failure to estimate the modal parameters,
as depicted in the previous chapter. Same is true if an event is detected later than its actual
incipient time (Gajjar and Soman, 2014). Such estimates can severely influence the modal
inferences and possible control actions.
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5.3 Wavelet Transform

Time-domain analysis reveals time-information of a signal, whereas frequency domain
analysis provides us with information related to the frequency content present in a sig-
nal. The trade off being lack of frequency and time information respectively. This problem
is overcome by the “Gabor” transform, (Misiti et al., 1996), (Proakis and Manolakis, 2007),
where a fixed length window of tw s, is slid across the whole signal duration to extract useful
frequency information at any time, t of the time-domain signal. Such a method proves help-
ful while extracting frequency and time information from a signal. The lowest frequency
fitting in the window, i.e., 1/tw Hz is the frequency resolution provided by the “Gabor”
filter. This resolution is constant due to the fixed window size and hence if a small window
size is used, one loses low frequency content (which is not localized) present in the signal,
while as if a relatively long duration window is used high frequency contents which are
localized in the signal are not appreciated. Therefore, it can be said that frequency fitting
the Gabor window length are retained whereas others are lost.

Such a problem is addressed using the Wavelet Transform. Wavelet literally means a
little wave. Wavelet is a waveform of short time-duration with zero mean. Signals with
sharp changes can be better analyzed using irregular wavelets, than smooth sinusoids. Pop-
ular methods for extracting time-related and/or frequency-related features from signals are
shown in Fig. 5.2. The x-axis represents time, whereas the y-axis represents the frequency.
The vertical lines indicate time resolution whereas the horizontal lines indicate the fre-
quency resolution offered by the method. Time-series representation of a signal provides
excellent resolution in time but the frequency resolution or information is almost non-
existent, as shown in Fig. 5.2 (a). The Fourier method on the other hand provides excellent
frequency resolution, but absolutely no time information about the occurrence of a given
frequency in the signal, as seen in Fig. 5.2 (b). Uniform time and frequency resolution is
obtained while using the “Gabor” transform as indicated in Fig. 5.2 (c). The window length
is constant and is moved across the whole signal to extract frequency information at vari-
ous time instances. The constant window length results in a uniform frequency resolution,
while as movement of the window across the signal leads to a uniform time resolution. The
wavelet transform on the other hand provides the best of the both worlds (Mallat, 2008),
(Kutz, 2013). A good time resolution is obtained via the translation parameter, and an ex-
cellent frequency resolution is obtained via the scaling parameter to extract high and low
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frequency contents from a signal, this is demonstrated in Fig. 5.2 (d).

The salient differences between the wavelet and the Fourier transform are listed as
follows:

• Basis functions for the Fourier transform are smooth sinusoids of infinite duration
ranging from −∞ to +∞, whereas the basis functions for the wavelet transforms are
irregular and predictable signals of a very short duration (Kutz, 2013).

• Fourier analysis involves breaking up of signals into sine waves of different frequen-
cies whereas the Wavelet analysis involves breaking up of a signal into shifted and
scaled versions of the mother wavelet.

TimeTime 

Good Frequency resolutionGood Time resolution

Fixed time and Frequency resolution

Time

Gabor Wavelet

FourierTime Series

Time
Good frequency resolution

Good time resolution

(a) (b)

(c) (d)

ω

ω

ω

ω

Figure 5.2: Different transformations comparison

A mother wavelet basis function is represented as,

ψa,b(t) =
1√
a

ψ

(t−b
a

)
a,b ∈ R

a 6= 0
(5.1)
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a, is known as the scaling parameter and b is the translation parameter. Scaling a
wavelet simply means, stretching or compressing it, whereas translating a wavelet means
moving it back and forth in time. Also note that, low scale a, indicates a compressed
wavelet which captures rapidly changing details from high frequency signals, whereas, a
high value of a, indicates a stretched wavelet which captures the low frequency details
from a signal. Hence, the wavelet transform is also synonymous with Multi Resolution
Analysis (MRA), due to the scaling factor feature which enables the compression and ex-
pansion of the wavelet function. Such a flexibility is a feature of the wavelet transform
and therefore enables it to analyse irregular and distorted signals better than conventional
frequency or time-domain methods. The continuous wavelet transform (CWT) of a signal
x(t) is obtained by using the scaled and shifted versions of the wavelet function ψ , as,

C(scale, position) =
∫ +∞

−∞

x(t)ψ(scale, position, t)dt (5.2)

or

C(a,b) =
∫ +∞

−∞

x(t)ψa,b(t)dt (5.3)

C, represents the wavelet coefficients which are scale and position dependent.

5.3.1 Discrete Wavelet Transform

The discrete wavelet transform (DWT) is implemented using a two-channel sub-band coder
algorithm given by (Mallat, 1989), (Mallat, 2008), (Kutz, 2013). This algorithm involves
two types of filters which help in computing the detail and the approximation coefficients
of the signal. The detail coefficients represent the high frequency part of the signal whereas
the approximation coefficients represent the low frequency part of the signal. The filters
are related to the scaling (φ ) and the wavelet function (ψ) as follows,

φ(t) =
√

2
∞

∑
−∞

h0(n)φ(2t−n) (5.4)

ψ(t) =
√

2
∞

∑
−∞

h1(n)φ(2t−n) (5.5)

where h0 and h1 represent the discrete FIR based low-pass and high-pass filter coeffi-
cients, respectively.
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The scaling function (φ ) and the wavelet function (ψ) should form an orthogonal ba-
sis so that the approximation and detail coefficients can be easily calculated using inner
products such as,

c j,k = 〈x(t),φ j,k(t)〉 (5.6)

d j,k = 〈x(t),ψ j,k(t)〉 (5.7)

where c j,k and d j,k represent the approximation and the detail coefficients, respectively. It
should be noted that (a, b) in the continuous domain are replaced by ( j, k) in the discrete
domain.

Single stage of filtering is shown in Fig. 5.3. Two output signals are obtained by
passing the input signal x(t) through two complementary filters. “A” represents the first
stage approximation coefficients (c j,k) whereas “D” represents the detail coefficients (d j,k)
of the input time-domain signal x(t). Such an operation leads to doubling of the amount
of data, for example if x(t) consists of 1000 samples, “A” and “D” will each have 1000
samples. A better way to perform such a decomposition is by keeping one point out of
two in each of the two 1000-length samples, without loss of information. Such an exercise
enables the use of the wavelet transform as an effective data compression tool. This is the
idea of downsampling involved in discrete wavelet transform as shown in Fig. 5.4. The
“cA” and “cD” represent the approximation and detail coefficients available at the output
end of a single stage of a DWT.

Low pass High pass

  A

  Filters

D

x(t)

Figure 5.3: Complementary filters used in discrete wavelet transform

The process of decomposition of the original input signal can be iterated, with contin-
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uous approximations (cA’s) being decomposed as and when they are obtained, in order to
break down a signal into many lower resolution components. This is popularly known as
the wavelet decomposition tree, as shown in Fig. 5.5.

cA

1000 samples

500 samples                         500 samples 

cD

22

x(t)

Figure 5.4: Downsampling in discrete wavelet transform

cA2                           

cA1  cD1

cD2

cA3 cD3

x(t)

Figure 5.5: Wavelet decomposition tree

5.3.2 Event Detection Using Wavelet Transform

The detail coefficients computed using (5.7), represent the high frequency content present
in the signal. These coefficients are capable of depicting the abrupt changes occurring
throughout the signal duration. The number of detail coefficients depends on the level of
decomposition one chooses to perform as is shown in Fig. 5.5. The detail coefficients used
for event detection in Gao and Ning (2011), are computed for “db2” wavelet with level 5
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decomposition. The level of decomposition and the type of wavelet to be chosen for event
detection applications depends on the signal used as an input, the system behaviour, nature
of the noise, etc. Generally, the level of decomposition is chosen by calculating the detail
coefficients energy (WE) and the level with the highest energy values are considered as
best fit for the application. The wavelet energy, WEn, for the nth window can be computed
using the detail coefficients of a signal as follows,

WEn =

√√√√ 1
N

J

∑
j=1

N j

∑
k=1
|d j,k|2 (5.8)

where J is wavelet decomposition level and N j is the number of coefficients in each
decomposition level, N is the window length chosen to compute the wavelet energy. The
wavelet energy parameter therefore reflects the features of the detail coefficients and can
be used as an indicator for detecting events.

WEn can be normalized to reduce the impact of non-event disruption on detection relia-
bility. High WEn values can be obtained for PMU data with a lot of fluctuations but no event
occurrences. As a result, when compared to a signal with slow variations, a highly varying
signal is shown as an incorrect event. Hence, the normalized wavelet energy (NWE) pa-
rameter has been introduced by Kim et al. (2015), in order to reduce the number of false
alarms caused due to the WEn based event detection algorithms. A base window length
pertaining to a 1 h duration is chosen in Kim et al. (2015), which represents both tendency
and stationary properties of signals for the purpose of normalization of the highly varying
WEn values. The NWEn can be computed as,

NWEn =
WEn

WEnBase
(5.9)

where WEnBase denotes the WEn calculated for 1 hr window length. The value of
NWEn is around unity for ambient conditions for all signals (voltage magnitude, frequency,
ROCOF etc). The value of threshold is set to 3.38 and 3.16 for frequency and voltage
signals, respectively by Kim et al. (2015).

As an example, NWEn values are computed for the ISO-NE case-3 voltage magnitude
and frequency signal for Sub-2 Ln-2. The length of the data window used for WEn calcu-
lation is chosen to be 1 s, i.e., 30 samples (since frame rate of data provided by ISO-NE
system is 30), whereas the length of the data window used for WEnBase is chosen as 30 s,
i.e., 900 samples (Nh), because of non availability of data for an hour. The resulting plots
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are given in Figs. 5.6 and 5.7, respectively.
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Figure 5.6: Normalized wavelet energy for voltage magnitude signal case-3.
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Figure 5.7: Normalized wavelet energy for frequency signal case-3

Clearly the events are not properly detected at the exact incipient time and choosing
the thresholds for such a case also emerges as a challenge. No sudden spikes in the NWEn

values are seen over the duration of the data which might help one to pin point the time
at which the fault occurred. A gradual increase in the NWEn values is seen after the fault
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incipient time and hence it is not easy to choose a suitable threshold value for voltage or
frequency signals. Therefore, it is concluded that the lack of availability of historical data
for normalization results in poor event detection in case the NWEn is used. Hence, hereafter
for the purpose of analysis, only the wavelet energy, WEn, is computed and used for event
detection.

5.4 Standard Deviation

Standard deviation is a useful tool for finding anomalies in normally distributed data (Shaw
and Jena, 2020). Outliers in a large data set can be identified using standard deviation
calculation. The standard deviation is a measure of how spread out the data is in comparison
to the mean. A low value of standard deviation indicates that data is grouped around the
mean, whereas a high value of standard deviation indicates that the data is more dispersed.
The extent of variability of data points in a large data set is indicated by the value of the
standard deviation. The standard deviation (SD) of a data set “x” with N elements can be
calculated as follows,

SD =

√√√√√
N
∑

i=1
(xi−µ)2

N
(5.10)

where xi represents the ith element of the data set and µ is the mean of the data set.

Some of the key features of Standard deviation of a data set are:

1. The value of SD = 0 only when there is no spread among the data points, i.e., when
all the sets of observations have the same value. The data is tightly packed around
the mean.

2. SD>0 shows the spread of the data points far away from the mean denoting variability
of data values. The data in this case is loosely packed around the mean.

3. Extreme observations or outliers in the data set drastically affect the SD, even more
than they affect the mean (µ).

4. Addition of a constant value to a data set, affects the mean values, but not the spread
of the data. Therefore the SD of the data set does not change due to the addition of a
constant value.
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Based on the above observations, to identify events occurring in a power system, stan-
dard deviation of PMU data is computed using a sliding window approach for the ISO-NE
case-3, Sub-2 Ln-2 signals. The resultant SD plots are shown in Figs. 5.8 and 5.9, for
voltage magnitude and frequency signals, respectively.
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Figure 5.8: SD for voltage magnitude signal case-3.
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Figure 5.9: SD for frequency signal case-3

A 10 second long data window is used for standard deviation calculations and is moved
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across the whole data set. Outliers in each data window exhibit high values of standard
deviation, as can be observed around 49 s and 70 s, for the voltage magnitude signal, -see
Fig. 5.8. For the frequency signal high values of SD can be observed starting from 70 s
as shown in Fig. 5.9. The standard deviation of a window of data is compared against a
set threshold to identify the occurrence of an event. The steps involved in event detection
using the wavelet energy and the standard deviation based approaches are generalized and
listed as follows.

5.5 Steps Involved in Event Detection and Localization
Using WE and SD Methods

Steps involved in event detection and localization are as follows :

1. Gather PMU data from, say N number of PMUs, installed in a power system. This
includes, time-stamped voltage phasor, frequency and ROCOF signals.

2. De-noise the signals, using the wavelet transform. Here, the “db4” wavelet with level
2 decomposition is used.

3. A moving window of 10 s duration is chosen for all events except for generation or
load loss, where a 20 s window is used.

4. Wavelet energy (WE) and Standard deviation (SD) of three signals, i.e., voltage mag-
nitude, frequency and ROCOF are calculated, over a window.

5. The WE and SD values associated with a certain window are time-tagged pertaining
to the end of the window.

6. If the values of WE or SD for a signal show an excursion above a chosen threshold
(WEth or SDth), an event is flagged depending on the following conditions:

(a) If N1 number of PMUs, such that N1 ≤ 10% of N show excursions in WE or SD
at the same time interval, then it is verified whether these N1 PMUs belong to a
given sub-station.

• If YES, a local event close to that sub-station/area is declared.

• If NO, N1 PMUs are further checked for any malfunctioning.

191



Event Detection and Localization-A New Approach

(b) In case N1 number of PMUs, such that N1 > 10% of N, show excursions in
WE/SD at the same time interval, an event is flagged. Excursions in WE/SD
can be seen in voltage or frequency or ROCOF signal or in all of the three
signals of a PMU, depending on the nature of the disturbance.

7. The N1 PMUs (> 10% of N) exhibiting WE/SD excursions are sorted in the decreas-
ing order of their highest WE/SD values. From this sorted list, the PMUs exhibit-
ing excursions greater than 40% of the maximum value of WE/SD among the N1

PMUs are selected. This value of WE/SD is labelled as WEce = 40% of WEmax and
SDce = 40% of SDmax, where WEmax and SDmax, represent the maximum value of
WE and SD exhibited by the topmost PMU in the sorted list. The number of PMUs
which demonstrate excursions greater than WEce and SDce are designated as N2, and
categorized as having “considerable excursions”.

8. If N2 ≤ 20% of N1, then the disturbance is classified as a local event in the neighbor-
hood of those substation(s)/area(s) to which N2 PMUs are connected.

9. If N2 > 20% of N1, then the disturbance is flagged as a wide-spread event. Here the
disturbance might have occurred within the area or in an interconnected neighbouring
area.

10. Immediately after an event is flagged, the PMUs showing excursions are listed. In
addition to that, the sub-stations and areas to which the PMUs are associated with,
are also noted. By declaration of substation number or the area and highlighting in
the layout diagram, the event localization procedure can be accurately verified. A
flowchart depicting the steps involved in the event detection and event localization
process is presented in Fig. 5.10.

192



Event Detection and Localization-A New Approach

����������

�	
��
�
�

�������
����������
���

�����

����������


�
������������

�

�
�����	����������


��������������������

� 	 �������


�	���!	��"��#

�
�����	����������
�����

���������	����	�

� 	 �������


�	���!	���	�
�$
�����



������������	�

������
�$	��
�

�
����%��������
&

����'��(�)�

�"��#���*+)(��
+,*)+

�"��#���*+)(��

�����	�������


$	��
�������	�
��	�

��$
�����
&

*�	�-���!���	�

�����
����
�
�������	�

������
�

.	


��

.	


��

.	


��

��
���	�/��	!�
0
�	����0��������!���������������	


�$
�����

��������!	��

�����	���������	

�	�	��	�����
 

������������

Figure 5.10: Event detection and localization flow chart
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5.6 WE-based Detection Using ISO-NE Power System Sig-
nals

Data from the ISO-NE power system is used to demonstrate the detection of events using
the Wavelet energy based approach. Data for the ISO-NE power system is available only
for a limited duration of time which thereby hampers the Normalized WE calculations.
Hence, a trail and error based threshold is chosen to demonstrate the event detection and
localization procedure using only WEn values. Note that a formal procedure to estimate
a suitable threshold has been discussed in Section.5.9. Case-1 and Case-3 as labelled in
(EECS, 2022) are chosen since they represent a wide-area as well as a local disturbance
scenario, respectively. Data from all the 35 PMUs is used for event detection. The num-
bering of the PMUs is given in Appendix. A, which is done on the basis of the order in
which they appear in the data file as provided by (EECS, 2022). It should be noted that
among these 35 PMUs, PMUs-1, 29, 30, 31 for case-1 and only PMU-1 for case-3 are not
utilized in the analysis as they are found to have errors in the PMU data while executing
the algorithm. These PMUs are designated as malfunctioning PMUs.

The voltage magnitude, frequency and ROCOF signals for case-1 and case-3 for all the
PMUs are shown in Figs. 5.11-5.16.

Figure 5.11: ISO-NE case-1 all voltage magnitude signals.
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Figure 5.12: ISO-NE case-1 all frequency signals.

Figure 5.13: ISO-NE case-1 all ROCOF signals.

The low frame rate data available from the ISO-NE system is interpolated to a higher
sampling rate (20 samples per cycle), in order to successfully construct the time-domain
signals from phasor samples. These time-domain signals are fed to PMU-D for phasor,
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frequency and ROCOF estimation as indicated in Fig. 4.16. The following cases are con-
sidered:

Figure 5.14: ISO-NE case 3 all voltage magnitude signals.

Figure 5.15: ISO-NE case 3 all frequency signals.
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Figure 5.16: ISO-NE case-3 all ROCOF signals.

1. All case-1 signals indicate the occurrence of an oscillatory disturbance at around 40
s as marked in Figs. 5.11-5.13. This event is caused due to a large generator fault
located outside ISO-NE in area-2 (EECS, 2022). Due to the system-wide nature of
the oscillations all the functioning PMUs in the ISO-NE power system reflect a 0.27
Hz oscillation frequency.

2. For case-3, the following events are noted:

(a) A sharp spike in the voltage magnitude estimates can be visualized at around
49 s, -see Fig. 5.14. The magnitude of the spike varies in different PMUs, with
some PMUs not reflecting the event at all. This event in the voltage signal is
labelled as Event-1.

(b) Following the switching event, a sustained oscillatory event is seen in all the
three signals, i.e., voltage magnitude, frequency, ROCOF as shown in Figs.
5.14-5.16. This event starts around 70 s and an oscillation frequency of 1.13 Hz
is observed. This oscillatory event is labelled as Event-2.

(c) An irregular abrupt event is reflected only in frequency and ROCOF signals for
this case at around 144 s. This event is labelled as Event-3.
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Clear distinction cannot be made looking at these plots as to when and where the event
takes place, hence these signals are processed using event detection algorithms to enable
ease of analysis and visualization, so that power system operators can take better decisions.

5.6.1 Event Detection Using Case-1 Signals

Power system signals for case-1 obtained using PMU-D are subjected to wavelet energy
calculations using (5.8). dB1 wavelet with level 3 decomposition is employed to obtain
the detail coefficients which in-turn are used for energy computation. Data window of
10 s duration is slid across the entire signal duration and the obtained energy values are
compared against thresholds for event detection. Event localization is achieved based on
the logic provided in Fig. 5.10, where excursions in WEn are compared across PMUs
spread over a power system.

5.6.1.1 Event detection in voltage signals

Using (5.8) and the algorithm given in Fig. 5.10, the following observations are made:

1. WEth for the voltage magnitude signal is set to 0.012.

2. Based on the chosen threshold the event is identified at 40 s, as can be seen in Fig.
5.17.

Figure 5.17: WE for voltage magnitude across all PMUs for ISO-NE case-1.
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3. The number of PMUs crossing the WEth limit is given by N1 = 22(> 10% of N).
Therefore, an EVENT is declared. The maximum values of wavelet energy exhibited
by all the functional PMUs are shown in Fig. 5.18.

4. All the PMUs showing WE excursions satisfy the WEce criteria, and hence N2 = N1.

5. Therefore, the disturbance is classified as a WIDE-SPREAD event.
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Figure 5.18: Maximum values for voltage magnitude WE across all PMUs for ISO-NE case-1.

5.6.1.2 Event detection in frequency signals

The following observations are made:

1. For this signal, a threshold equal to 5.5× 10−4 is chosen for wavelet energy based
event detection.

2. N1 = 28(> 10% of N), PMUs cross the threshold value, therefore an EVENT is
flagged at around 40 s. The wavelet energy excursions for the frequency signals are
shown in Fig. 5.19.

3. The maximum values of wavelet energy exhibited by all the PMUs are shown in Fig.
5.20, with all the 28 PMUs showing excursions greater than WEce.
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4. Therefore, since N2 = N1 = 28, the disturbance is labelled as a WIDE-SPREAD
event.

Figure 5.19: WE for frequency signal across all PMUs for ISO-NE case-1.
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Figure 5.20: Maximum values for frequency signal WE across all PMUs for ISO-NE case-1.
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5.6.1.3 Event detection in ROCOF signals

The following observations are made:

1. Threshold for event detection, i.e., WEth, for the case-1 ROCOF signal is set to 1×
10−3.

2. N1 = 28(> 10% of N) PMUs, show WE values greater than the above set threshold.
Therefore an EVENT is declared. The wavelet energy excursions and the maximum
values of wavelet energy shown by all the PMUs are given in Figs. 5.21 and 5.22,
respectively.

3. For this case N2 =N1 = 28, therefore, the disturbance is flagged as a WIDE-SPREAD
event.

Figure 5.21: WE for ROCOF signal across all PMUs for ISO-NE-case-1.

Decision on the event localization for ISO-NE case-1 is summarized in Table. 5.1. The
disturbance is overall classified as a WIDE-SPREAD event and N2 number of PMUs are
highlighted on the layout diagram to visualize the spread of the event.
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Table 5.1: Localization decision based on wavelet energy computation of ISO-NE data for
case-1 for event at 40 s.

ISO-NE Case-1
Vm-based Freq-based ROCOF-based Decision

Wide-Spread Wide-Spread Wide-Spread Wide-Spread

ROCOF signal based max WE for ISO-NE case-1
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Figure 5.22: Maximum values for ROCOF signal WE across all PMUs for ISO-NE-case-1.

5.6.2 Event Detection Using Case-3 Signals

As mentioned earlier, Event-1 and Event-2 are dominant in voltage signal whereas Event-2
and 3 are observed in the frequency and ROCOF signals as well.

5.6.2.1 Event-1 in voltage signal

The following observations are made:

1. The chosen WEth for the voltage magnitude signal is 0.03.

2. Based on the threshold, only PMUs-3, 4 and 5 show excursions in wavelet energy at
around 49 s. The excursions exhibited by the wavelet energy of the voltage magni-
tude signals are shown in Fig. 5.23.
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3. Since N1 = 3(< 10% of N) and these PMUs belong to the same substation, i.e., Sub-2
(see Appendix . A). The disturbance is labelled as a LOCAL event to Substation-2.

Figure 5.23: WE for voltage magnitude data across all PMUs for ISO-NE case-3.

5.6.2.2 Event-2 in voltage signal

The following observations are made:

1. WEth = 0.03, as fixed previously. Using this threshold an additional oscillatory event
is detected at 70 s using the voltage magnitude signal as can be seen in Fig. 5.23
and the maximum values of wavelet energy excursion exhibited by all the functional
PMUs are shown in Fig. 5.24.

2. N1 = 29(> 10% of N), PMUs show excursions in wavelet energy during this time
interval. Therefore an EVENT is flagged.

3. Among the N1 PMUs, only PMU-3, 4 and 5 show excursions above WEce. Hence
N2 = 3(< 20% of N1) and thus the disturbance is labelled as a LOCAL event.

5.6.2.3 Event-2 in frequency signal

The following observations are made:
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Figure 5.24: Maximum values for voltage magnitude WE across all PMUs for ISO-NE case-3.

1. The WE threshold for the frequency signal for case-3 is set to 1×10−3.

2. According to the threshold, the first event in the frequency signal is detected around
70 s, as can be seen in Fig. 5.25. From Fig. 5.15, it is clear that Event-1 is not
observable in frequency signals, which is further confirmed by the wavelet energy
plot.

3. Excursions in wavelet energy greater than the set threshold are depicted by N1 =

29(> 10% of N) PMUs. Therefore, an EVENT is flagged. The maximum values of
the wavelet energy excursions shown by all the functional PMUs are plotted in Fig.
5.26.

4. For Event-2 in the frequency signal, only PMUs 3, 4 and 5 show wavelet energy
excursions greater than WEce. Hence, N2 = 3(< 20% of N1) and the disturbance is
declared as a LOCAL event.

5.6.2.4 Event-3 in frequency signal

The following observations are made:

1. For the same WE threshold value, Event-3 in the frequency signal is identified at 144
s, as can be seen using Fig. 5.25.
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2. Excursions in wavelet energy crossing WEth are seen only in PMUs 32, 33 and 34.
Therefore, N1 = 3(< 10% of N).

Figure 5.25: WE for frequency data across all PMUs for ISO-NE case-3.
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Figure 5.26: Maximum values for frequency WE across all PMUs for ISO-NE case-3.

3. It is confirmed that all the three PMUs belong to a single substation, i.e., Sub-12.
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Therefore, the disturbance is declared as LOCAL to Substation-12.

5.6.2.5 Event-2 in ROCOF signal

The following inferences are made:

1. The WEth for the ROCOF signal for case-3 is set to 0.01.

2. The WE excursions exhibited by all the PMUs are shown in Fig. 5.27. Excursions
greater than WEth are visualized in N1 = 22(> 10% of N) PMUs at around 70 s.
Hence an EVENT is flagged.

Figure 5.27: WE for ROCOF data across all PMUs for ISO-NE case-3.

3. Among N1 PMUs, only three show excursions greater than the WEce limit. These
include PMUs-3, 4 and 5. The maximum values of wavelet energy exhibited by all
the PMUs are shown in Fig. 5.28.

4. Since the value of N2 = 3(< 20% of N1), the disturbance is labelled as a LOCAL
event.

5.6.2.6 Event-3 in ROCOF signal

The following observations are made:
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1. For the same WE threshold, i.e., 0.01, excursions are seen in the ROCOF signal
wavelet energy at around 144 s, as can be seen in Fig. 5.27.

2. PMUs-32, 33, 34 cross the set WEth threshold for ROCOF wavelet energy. Therefore,
N1 = 3(< 10% of N), and it is verified that the N1 PMUs belong to a single substation,
i.e., Sub-12.

3. Hence, an event LOCAL to Substation-12 is declared.
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Figure 5.28: Maximum values for ROCOF WE across all PMUs for ISO-NE case-3.

Localization decisions for events occurring at different time instances in ISO-NE Case-
1 and ISO-NE Case-3 signals are summarized in Table. 5.2.

Table 5.2: Event localization decision based on Wavelet energy estimates for ISO-NE power
system

Case No Vm-based Freq-based ROCOF-based Localization Decision
Event-1 ISO-NE Case-1 (40 s) Wide-Spread Wide-Spread Wide-Spread Wide-Spread

Event-1 ISO-NE Case-3 (49 s) Local Not reflected Not reflected Local to Sub-2

Event-2 ISO-NE Case-3 (70 s) Local Local Local Local to Sub-2

Event-3 ISO-NE Case-3 (144 s) Not reflected Local Local Local to Sub-12

Based on the type of disturbances, localization decisions may be taken based on the
voltage magnitude or frequency/ROCOF signals. Using this logic, events occurring in
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ISO-NE case-1 are categorized as wide-spread whereas the events occurring in ISO-NE
case-3 are categorized as local, restricted to substation-2 and substation-12 only.

5.7 SD-based Detection Using ISO-NE Power System Sig-
nals

Voltage, frequency and ROCOF signals are subjected to standard deviation computation
using (5.10) for anomaly detection. High value of standard deviation of a certain data
point represents deviant behavior, which is indicative of a disturbance scenario. Standard
deviation values of PMU data from the ISO-NE system are computed and compared against
a set threshold to identify events. After the detection of events, segregation of PMUs based
on the amplitude of SD excursions is carried out using the logic provided in Fig. 5.10 in
order to enable the localization process.

5.7.1 Event Detection Using Case-1 Signals

5.7.1.1 Event-1 in voltage signal

1. For SD based event detection, a threshold of 0.07 p.u is chosen for case-1 voltage
magnitude signal.

2. Based on this SDth, excursions in SD start around 40 s, as can be seen in Fig. 5.29.

3. Excursions in SD are reflected around this time by, N1 = 24(> 10% of N), PMUs.
Therefore, an event is flagged. The maximum value of SD computed for all func-
tional PMUs is shown in Fig. 5.30.

4. As per the considerable amplitude criteria, all N1 PMUs show SD excursions greater
than SDce, hence, N2 = 24. This leads to the conclusion that the event is WIDE-
SPREAD in nature.

5.7.1.2 Event-1 in frequency and ROCOF signals

Here, frequency and ROCOF signals are employed for event detection. The results obtained
following the steps as per the flow chart in Fig. 5.10, are tabulated in Table. 5.3. From the
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SD-based analysis for case-1, it can be concluded that the Event-1 is detected reliably and
the results are almost identical to those obtained with the WE-based method.

Figure 5.29: SD for voltage magnitude across all PMUs for ISO-NE case-1.
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Figure 5.30: Maximum values of voltage magnitude SD across all PMUs for ISO-NE case-1.
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Table 5.3: Event localization decision based on SD estimates for case-1 ISO-NE power system

Signal SDth N1 N2
Time of

occurrence
Localization

decision
Frequency 5×10−3 Hz 28 28 40 s Wide-Spread

ROCOF 0.007 Hz/s 28 28 40 s Wide-Spread

5.7.2 Event Detection Using Case-3 Signals

1. Here, instead of WE-based method, SD-based technique is employed to detect events
using case-3 signals. A sample plot of SD of voltage magnitude, frequency and
ROCOF signals for PMUs-3, 4, 5 and 8 is shown in Fig. 5.31
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Figure 5.31: SD for PMU-3, 4, 5 and 8 for case-3, a) voltage magnitude b) frequency c)
ROCOF.

2. Event-1 occurrence is detected only using the voltage magnitude signal, as shown in
Fig. 5.31 (a), where relatively high values of SD can be observed around the 49 s time
interval. On the other hand occurrence of event-2 is observed in all the three signals,
i.e., voltage magnitude, frequency and ROCOF, around 70 s. Due to the relatively
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local nature of disturbances in case-3, SD estimates for PMU-8 signals do not show
any major excursions for any of the three signals, as can be seen in Fig. 5.31.

3. The event localization results for case-3, based on the SD estimates are summarized
in Table. 5.4 for all the three signals. The SD excursion plot for the frequency signal
is shown in Fig. 5.32, depicting the occurrence of event-2 at 70 s and event-3 at
around 144 s. Maximum value of SD exhibited for frequency estimates by all PMUs
is shown in Fig. 5.33. SD excursions in frequency for event-3 are absent in Fig. 5.31,
since the disturbance is local to Sub-12. Event-2 on the other hand is visible in all
the three signals as can be confirmed from Figs. 5.31 and 5.32.

Figure 5.32: SD for frequency across all PMUs for ISO-NE case-3.

4. Both the WE as well as the SD based methods provide identical results for ISO-NE
case-3 signals. Based on the hit and trial thresholds chosen for each method, events
in voltage, frequency and ROCOF signals are properly detected around their actual
incipient time. Localization decisions taken based on the WE and SD estimates are
also similar and accurately depict the region where the disturbance has occurred in
the power system.
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Figure 5.33: Maximum value of frequency SD across all PMUs for ISO-NE case-3.

Table 5.4: Event detection and localization procedure for case-3 based on SD estimates.

Signal Event No SDth N1 N2
Time of

occurrence
Localization

decision

Voltage
Event-1 0.135 kV 3 - 49 s Local to Sub-2
Event-2 0.135 kV 21 3 70 s Local to Sub-2
Event-3 Not detected - - - -

Frequency
Event-1 Not detected - - - -
Event-2 0.004 Hz 19 3 70 s Local to Sub-2
Event-3 0.004 Hz 3 - 144 s Local to Sub-12

ROCOF
Event-1 Not detected - - - -
Event-2 0.02 Hz/s 22 3 70 s Local to Sub-2
Event-3 0.02 Hz/s 3 - 144 s Local to Sub-12

5.8 Event Detection in a 4-Machine 10-Bus Power System

Here, case studies are performed using a 4-machine 10-bus power system. A typical 4-
machine 10-bus power system is slightly modified by introducing an additional bus at bus-
11, connected to bus-7 by a transmission line of reactance j0.05 p.u, as shown in Fig. 5.34,
(Shubhanga, 2018). An additional load-C in the form of P+ jQ, is connected to bus-11.
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PMU-D is installed on each bus to provide wide area visualization. In the figure only two
PMUs are shown for illustration purpose.

To identify and localize events only the standard deviation (SD) based method is used
(since both the wavelet energy and standard deviation are seen to provide exactly the same
results). Trial and error based thresholds are chosen for different signals to help detect and
localize the events. Simulations are run for a 50 s duration and data is collected at a rate of
100 fps. The following disturbances are considered,

1. Case-1: A three-phase fault at bus-7.

2. Case-2: Line-12 is tripped to disconnect load-C (purely Q-type).
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Figure 5.34: Modified 4-machine 10-bus system with an additional P+ jQ load at bus-11.

5.8.1 Case-1 : Fault at bus-7

A three-phase fault is introduced at bus-7 at time, Tf ault = 20 s with Tclear = 0.1 s, without
any line tripping. Since PMUs are installed at all buses of the power system, N = 11. The
voltage magnitudes as computed by PMUs at each generator bus are plotted in Fig. 5.35.
The generator at bus-3 and bus-4 show considerable dips in the voltage magnitude since
they are closer to the fault location compared to generators 1 and 2. Using the standard
deviation based approach for the voltage magnitude, frequency and the ROCOF signals,
event detection and localization is undertaken in the upcoming sections.
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Figure 5.35: Voltage magnitude at all generator buses for a fault case.

5.8.1.1 Event detection using voltage magnitude signals

The following inferences are made:

1. For the above mentioned case, the voltage magnitude standard deviation threshold is
chosen to be SDth =0.02 p.u.

2. Six PMUs are seen to cross the SDth limit. These include PMUs placed at buses 3, 4,
7, 8, 10, 11. Excursions in SD with time can be seen in Fig. 5.36, while the maximum
values of SD obtained across different PMUs are shown in Fig. 5.37. The event start
time, tes, for the voltage magnitude signal is 20.108 s associated with PMU-7.

3. Since N1 = 6(> 10% of N), an EVENT is declared.

4. All the N1 PMUs exhibit excursions greater than SDce. Therefore, N2 = N1.

5. Hence, the disturbance is labelled as a WIDE-SPREAD EVENT.
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Figure 5.36: SD for voltage magnitude data across all PMUs for a fault case.
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Figure 5.37: Maximum values for voltage magnitude SD across all PMUs for a fault case.
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5.8.1.2 Event detection employing frequency and ROCOF signals

Frequencies estimated at generator buses are plotted in Fig. 5.38. Generator-3 which is
connected to bus-3 shows the highest frequency excursion followed by bus-4. Generators
at bus-1 and bus-2 do not show such high values of excursions on account of them being
located far away from the fault location. When frequency signals are used, the following
observations are made :
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Figure 5.38: Frequency at all generator buses for a fault case.

1. The frequency standard deviation threshold is set to 0.1 Hz.

2. Three PMUs cross the SDth limit. These include, PMUs-3, 7, 11 and therefore N1 =

3. Excursions in frequency SD with time and across all the installed PMUs can be
visualized using Fig. 5.39.

3. The maximum values of standard deviation exhibited by all the PMUs are shown in
Fig. 5.40.

4. The event start time, tes, for the frequency signal is 20.134 s associated with PMU-11.

5. Since N1 = 3(> 10% of N), an EVENT is declared.

6. Only PMUs-7 and 11 exhibit excursions greater than SDce. Therefore N2 = 2 > 20%
of N1 and the disturbance is labeled as a WIDE-SPREAD event.
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Similar inferences are made when ROCOF signals are employed.

Figure 5.39: SD for frequency data across all PMUs for a fault case.
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Figure 5.40: Maximum values for frequency SD across all PMUs for a fault case.

Detection and localization results for case-1 are summarized in Table. 5.5. The distur-
bance is overall categorized as a WIDE-SPREAD event.
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Table 5.5: Event detection results for case-1, 4-machine, 10-bus power system

Case-1 using trial and error thresholds
Signal Used (SDth) N1 N2 tes (s) Decision
Voltage (0.02 p.u) 6, (PMUs-3,4,7,8,10,11) 6, (PMUs-3,4,7,8,10,11) 20.108 (PMU-7) Wide-Spread

Frequency (0.1 Hz) 3, (PMUs-3,7,11) 2, (PMUs-7,11) 20.134 (PMU-11) Wide-Spread

ROCOF (1.5 Hz/s) 3, (PMUs-3,7,11) 2, (PMUs-7,11) 20.13 (PMU-11) Wide-Spread

5.8.2 Case-2 : Disconnection of Load-C (Purely Q-type)

For this case, the load-C is considered as only reactive type. At 20 s line-12 is tripped to
disconnect load-C. Such a case simulates a loss-of-load scenario involving a pure reactive
load. The magnitudes of voltage at generator buses are shown in Fig. 5.41. The highest
deviation can be seen in generators 3 and 4 which are nearer to the fault location. It is to be
noted that due to the line-trip the voltage magnitude obtained from PMU-11 is close to zero
and hence its estimates are not considered for event detection. The following observations
are made,
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Figure 5.41: Voltage magnitude at all generator buses for line trip case-2.

1. Threshold for the voltage magnitude, SDth is chosen as 2×10−4 p.u.

2. Based on the above mentioned threshold, PMUs-3, 7, 8, 10 are listed and hence

218



Event Detection and Localization-A New Approach

N1 = 4 > 10% of N. The event start time, tes, for the voltage magnitude signal is
20.11 s associated with PMU-7.

3. The maximum values of SD exhibited by PMUs are shown in Fig. 5.42.

4. Further, N2 = 1(> 20% of N1), as only PMU-7 shows excursions greater than SDce.

5. Therefore, a WIDE-SPREAD Event is declared.

The frequency excursions at generator buses for this case are shown in Fig. 5.43 and
the results have been summarized in Table. 5.6.

Table 5.6: Case-2 using trail and error thresholds

Case-2 using trial and error thresholds
Signal Used (SDth) N1 N2 tes (s) Decision
Voltage (0.0002 p.u) 4, (PMUs-3,7,8,10) 1, (PMU-7) 20.11 (PMU-7) Wide-Spread

Frequency (0.0005 Hz) 10, (All PMUs) 10, (All PMUs) 20.15 (PMU-3) Wide-Spread

ROCOF (0.004 Hz/s) 10, (All PMUs) 5, (PMUs-3,4,7,8,10) 20.13 (PMU-3) Wide-Spread

1. Based on the percentage levels, (i.e., 10% and 20%), set in the flowchart in Fig. 5.10,
the case-2 event, as seen from the voltage magnitude signal is incorrectly declared as
WIDE-SPREAD event. However, one can adjust these percentage levels depending
on the number of PMUs, N and SDth values.
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Figure 5.42: Maximum values for voltage magnitude SD across all PMUs for load trip case
(0+ jQ load only).
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Figure 5.43: Frequency at all generator buses for line trip case-2.

2. A comparison of Fig. 5.43 and Fig. 5.38, shows that the magnitude of frequency
deviation in case-2 is relatively small than those values in case-1. This implies that
if SDth- frequency signal = 0.1 Hz (chosen for case-1) is adopted as threshold for
case-2, then the algorithm might not detect any event from frequency signals. This
correctly signifies the local nature of case-2 event. A similar argument applies for
ROCOF signals.

3. A display of candidate PMUs (=N2) based on voltage magnitude, frequency and RO-
COF signals on the layout diagram will further validate the local nature of the event.

4. Based on the dominance of events in different signals, say, voltage or frequency or
both voltage and frequency, one can classify the events as disturbances which involve
active or reactive changes (Kim et al., 2015).

5.9 Methods for Estimating Threshold Values

In the previous sections, the threshold values, WEth and SDth are determined by a trial
and error process in order to illustrate the event detection procedure shown in Fig. 5.10.
However, selection of a suitable threshold level for a given signal is very essential primarily,
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1. To reliably detect any critical events in a large data stream.

2. To accurately estimate the time of occurrence of an event.

3. To enable identification of region of spread of a disturbance.

4. To classify the nature of disturbance.

In this section, the following two approaches have been discussed to get an estimate for
the threshold value :

1. Percentile-approach (Shaw and Jena, 2020)

2. 3-SD-approach (Allen et al., 2013)

5.9.1 Percentile-Based Threshold Calculation

Here, threshold values are calculated using Percentile-approach (Shaw and Jena, 2020),
where historian data is processed to determine 99% limit of the data-set. If 99% limit of
a data-set is say, “x”, this indicates that 99% of the values of the data-set lie below “x”.
The threshold values are computed for the standard deviation of the voltage magnitude,
frequency and ROCOF signals obtained for different cases. Care should be taken to see
that a large historian data-set is used. Otherwise, thresholds computed using limited data
points and high limits can result in a deficient event detection system caused by improper
thresholds. In this work, Percentile-based thresholds are calculated in MATLAB using the
“prctile” command which uses a sorting based algorithm. The inputs to the command are
either SD or WE of the PMU signal and the limit (between 0-100).

Performance of event detection algorithm using the percentile-based threshold is demon-
strated for the 4-machine 10-bus power system using SD-method. Simulations are run for
1000 seconds to have enough data points. It should be noted that the percentage values
associated with the algorithm given in Fig. 5.10 (i.e., 10% for detection and 20% for local-
ization) are changed to 40%.

The following steps are employed for calculating percentile-based thresholds,

1. Compute the moving window-based SD for all N PMUs.

2. Using the percentile-approach determine the threshold SD for each of the PMUs.

3. The mean of N thresholds is then computed to arrive at the final value of the threshold
SDth, to be used for a particular signal.
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5.9.1.1 Event detection based on voltage magnitude signal using percentile threshold
(Case-1)

1. The voltage magnitude standard deviation threshold is obtained as 0.0257 p.u. This
is calculated based on the 99% limit of the data.

2. Six PMUs are seen to cross the SDth limit. These include PMUs placed at buses 3, 4,
7, 8, 10, 11. The event start time, tes, for the voltage magnitude is 20.11 s, associated
with PMU-7.

3. Hence the value of N1 for the voltage magnitude signal is 6.

4. Since N1 > 40% of N, an EVENT is declared.

5. All the N1 PMUs exhibit excursions greater than SDce and hence N2 = N1 and the
disturbance is labelled as a WIDE-SPREAD EVENT.

5.9.1.2 Event detection based on frequency signal using percentile threshold (Case-
1)

1. The frequency standard deviation threshold calculated using the percentile method is
0.154 Hz.

2. Two PMUs cross the SDth limit. These include, PMUs- 7 and 11, therefore N1 = 2.
The event start time, tes, for the frequency signal is 20.14 s, associated with PMU-11.

3. Since N1 < 40% of N, a check is performed to see if both the PMUs belong to the
same area/substation.

4. It is seen that both the PMUs-7 and 11 are located in Area-2 of the power system in
question.

5. Thus the disturbance can be classified as a LOCAL EVENT restricted to Area-2 only.

5.9.1.3 Event detection based on ROCOF signal using percentile threshold (Case-1)

1. The computed ROCOF standard deviation threshold is 2.97 Hz/s.

2. PMUs-3, 7 and 11 cross the set threshold limit. The event start time, tes, for the
ROCOF signal is 20.14 s, associated with PMU-11.
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3. Therefore N1 = 3 < 40% of N.

4. All the N1 PMUs belong to the same area (i.e., Area-2).

5. Therefore the disturbance is classified as a LOCAL EVENT, restricted to Area-2
only.

The results for case-1 as well as case-2 using percentile-based threshold calculations
are summarized in Tables. 5.7 and 5.8.

Table 5.7: Case-1 using percentile based threshold

Case-1 using percentile thresholds
Signal Used (SDth) N1 N2 tes (s) Decision
Voltage (0.0257 p.u) 6, (PMUs-3,4,7,8,10,11) 6, (PMU-3,4,7,8,10,11) 20.11 (PMU-7) Wide-Spread

Frequency (0.154 Hz) 2, (PMUs-7,11) - 20.14 (PMU-11) Local

ROCOF (2.97 Hz/s) 3, (PMUs-3,7,11) - 20.14 (PMU-11) Local

Table 5.8: Case-2 using percentile based threshold

Case-2 using percentile thresholds
Signal Used (SDth) N1 N2 tes (s) Decision

Voltage (0.000125 p.u) 8, (PMUs-2,3,4,6,7,8,9,10) 7, (PMU-2,3,4,7,8,9,10) 20.105 (PMU-7) Wide-Spread

Frequency (0.0014 Hz) 10, (All PMUs) 10, (All PMUs) 22.123 (PMU-3) Wide-Spread

ROCOF (0.006 Hz/s) 5, (PMUs-3,4,7,8,10) 5, (PMUs-3,4,7,8,10) 20.149 (PMU-3) Wide-Spread

1. Since, the disturbance in case-1 involves a 3-phase fault, frequency excursions are
localized in nature, as can be seen in Fig. 5.40. Using this signal the same disturbance
was wrongly categorized as a wide-spread event as given in Table. 5.5. Using the
percentile-based thresholds and the increased percentage limits for event localization
(40%) the same event was rightly categorized as a local event as shown in Table. 5.7.
Due to the thresholds being on the higher side when calculated using the percentile-
based approach, the event start time for case-1 given in Table. 5.7 is slightly greater
than those given in Table. 5.5 for all the signals.

2. For the voltage signal in case-2, since the percentile-based threshold (0.000125 p.u)
is slightly lower compared to the trial and error based threshold (0.0002 p.u), the
number of PMUs deemed to be exhibiting excursions are more, as shown in Table.
5.8 as compared to Table. 5.6. The overall localization decisions for all the signals
for case-2 provided by the two methods are the same.
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5.9.2 3-SD-Based Threshold Calculations

In this method (Allen et al., 2013), the given signal is first transformed to get spectral in-
formation. Any transformation technique such as FFT or mode decomposition methods
or wavelet transformation may be used for this purpose employing moving window ap-
proach. For the transformed data set, standard deviation is computed. Now, the threshold is
obtained by taking 3 times the standard deviation. Data points above the threshold are clas-
sified as outliers and tagged as possible events. For the base case unmodified 4-machine
10-bus system -see Fig. 4.2, (Shubhanga, 2018), the following procedure is employed to
illustrate the 3−SD method,

1. Obtain the WE of signals for each PMU.

2. Compute the standard deviation of the transformed data set. Note that N standard
deviation values will be obtained.

3. The mean of the N standard deviations is calculated.

4. The final mean value of the standard deviation is multiplied by three to obtain a
threshold, WEth.

In order to compare the 3-SD approach with the Percentile-approach to estimate the
threshold, a large disturbance unstable case (Case-3) is considered in the base power system
where a 3-phase fault is applied at bus-9 with clearing of line-1. Tf ault is set to 20 s and the
fault duration is 0.291 s. Frequency excursions at generator buses for this case is shown in
Fig. 5.44. The simulation run is carried out for 1000 s and WE of PMU signals are used
to estimate the WEth employing both the approaches. While analyzing the case in hand, a
plot of the maximum value of the WE attained by individual frequency signal is obtained
as in Fig. 5.45. From the figure, it can be observed that the frequency signal of PMU-9
shows the highest excursion in WE as it is connected to a fault bus, whose voltage reaches
near about zero during the fault. Hence, while applying the average of N−PMUs in the
threshold evaluation two variations are considered where in one case PMU-9 is accounted
and in the another PMU-9 is excluded in the average computation. The results of these
variants are given in Tables. 5.9 and 5.10.

From Table. 5.9 it can be seen that the disturbance has been incorrectly categorized as
a local event based on the frequency and ROCOF signals by both approaches, while the
disturbance has wide-spread effects. Such a false localization is as a result of using PMU-9
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Figure 5.44: Frequency at all generator buses for case-3.

based estimates which show extremely high excursions and disrupt the event detection and
localization process. For the same case, if PMU-9 based estimates are excluded then a
correct localization information can be obtained with the Percentile-based threshold calcu-
lation method, -see Table. 5.10. However, the 3-SD based approach fails to properly detect
and localize the events even if PMU-9 estimates are excluded from the event detection
process. It is also observed that the event start time (tes) for the voltage signal (especially
calculated using the 3-SD threshold) is much later than its actual incipient time. Such poor
detection can be associated with the improper thresholds computed for the large-signal un-
stable case due to limited number of data points. Such a latency in the event detection
procedure can have adverse effects on the system protection and control functions.

Table 5.9: Event detection and localization for the unstable case with PMU-9 estimates.

Percentile thresholds (With PMU-9)
Signal Used (WEth) N1 N2 tes (s) Decision

Voltage (0.032) 5, (PMUs-4,6,8,9,10) 5, (PMU-4,6,8,9,10) 24.288 (PMU-9) Wide-Spread
Frequency (0.1) 3, (PMUs-6,9,10) - 20.136 (PMU-9) Local

ROCOF (2.6579) 3, (PMUs-6,9,10) - 20.1413 (PMU-9) Local
3-SD thresholds (With PMU-9)

N1 N2 tes (s) Decision
Voltage (0.0453) 3, (PMUs-8,9,10) - 28.69 (PMU-9) Local

Frequency (0.0977) 3, (PMUs-6,9,10) - 20.13 (PMU-9) Local
ROCOF (2.116) 3, (PMUs-6,9,10) - 20.13 (PMU-9) Local
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Figure 5.45: Maximum value of Frequency WE with PMU-9 (case-3).

Table 5.10: Event detection and localization for the unstable case without PMU-9 estimates.

Percentile thresholds (Without PMU-9)
Signal Used (WEth) N1 N2 tes (s) Decision

Voltage (0.0305) 6, (PMUs-2,4,6,7,8,10) 6, (PMU-2,4,6,7,8,10) 26.44 (PMU-10) Wide-Spread
Frequency (0.0582) 6, (PMUs-1,2,5,6,8,10) 6, (PMUs-1,2,5,6,8,10) 20.215 (PMU-6) Wide-Spread
ROCOF (1.2737) 6, (PMUs-1,2,5,6,8,10) 6, (PMUs-1,2,5,6,8,10) 20.196 (PMU-6) Wide-Spread

3-SD thresholds (Without PMU-9)
N1 N2 tes (s) Decision

Voltage (0.0431) 2 (PMUs-8,10) - 29.4 (PMU-10) Local
Frequency (0.0775) 2, (PMUs-6,10) - 20.47 (PMU-6) Local

ROCOF (1.519) 5, (PMUs-2,5,6,8,10) 5, (PMUs-2,5,6,8,10) 20.2 (PMU-6) Wide-Spread

Note:

1. The threshold estimates are more reliable when

• A large historian data set is used for threshold calculations.

• This historian data-set consists of records of multiple events occurring in the
power system.

2. The threshold values can be used to detect events in signal streams either for off-line
analysis or for online event identification. For offline analysis, an hourly data-set
may be adequate whereas for reliable online detection, 24 hourly data set (Kim et al.,
2015) may be reliable.
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5.10 Utilization of PAD-Signals for Out-Of-Step Condi-
tion Detection

Based on the observations made in Lavand and Soman (2016), here only the bus angles
across different transmission lines are employed to detect OOS condition of a power sys-
tem. In the literature the bus voltage angle across a transmission line is usually referred to
as a Phase Angle Difference (PAD) signal, (Shaw and Jena, 2020), and is determined using
the positive sequence voltages obtained from PMUs installed at both the ends of the line.
Following steps are used to obtain PAD signals for a power system network :

1. Using PMUs, the bus voltages across a transmission line are noted. Then compute,

V̄R =
V̄to

V̄f rom
(5.11)

where V̄to, V̄f rom are the voltage phasors of the two buses across which the transmis-
sion line is connected.

2. The phase of the evaluated voltage ratio, i.e., V̄R, is computed to obtain the PAD
signal for a transmission line.

3. PAD signals for the post fault system are used for further analysis.

After computing the unwrapped post fault PAD signals the following steps are em-
ployed to identify an out-of-step condition on a power system,

1. PAD signals are plotted for important transmission lines in a power system to track
whether any PAD signal crosses 180◦.

2. In case the PAD across a line crosses 180◦, the system can be declared as unstable
and an out-of-step condition can be flagged. During such a condition one or several
PAD signals might exhibit excursions greater than 180◦

If a power system remains stable after a fault the PAD across transmission lines shows
excursions which are well within the 180◦ limits. To demonstrate this, PAD signals for
case-1 (see Section. 5.8.1) are shown in Fig. 5.46. From the figure it is clear that the
PAD signals show small oscillations with positive damping indicating a stable post fault
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system. To demonstrate the occurrence of an out-of-step condition and its detection using
PAD signals the following two cases are considered:
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Figure 5.46: Phase angles across transmission lines for Case-1.

1. A large-signal unstable case in the base power system -see Section. 5.9.2.

2. A small-signal unstable case.

5.10.1 Large-signal unstable system (Case-3)

For this case, the rotor angle excursions are as shown in Fig. 5.47. The corresponding
phase angle differences across all the transmission lines are plotted in Fig. 5.48. It is
observed that line-2, (see-Fig. 4.2) connected across buses 9 and 10, for which PAD 9-10
is computed, shows an angle excursion greater than 180◦ at t=21.73 s. This indicates an
OOS condition for the power system.

In order to demonstrate the occurrence of an electrical center (Kundur, 1994) on this
line, the apparent impedance, Zapp, is computed (as V̄9/Īcl9, where Īcl9 is the current through
the line-2) and its trajectory is plotted as shown in Fig. 5.49, for the pre-fault, fault as
well as the post-fault scenario. A Mho impedance characteristics for a relay located at
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bus-9 along with the post-fault impedance trajectory is also shown in Fig. 5.50. In this
figure, the post fault impedance trajectory which is shown using a circular marker, enters
the Mho characteristic at point “A”, at t = 20.53 s, with the impedance value being equal
to 0.178∠15.9◦. The line impedance setting for the Mho characteristic circle denoted by
the vector “OB”, is intersected at point “E” by the post fault impedance trajectory at time,
t = 21.73 s. At this point Zapp= 0.12∠85.04◦ p.u. The value of PAD (9-10) at point “E”
is 180◦, -see Fig. 5.48, indicating an OOS condition, (Lavand and Soman, 2016). This
particular point is called as the electrical center and lies approximately at the center of
the line impedance vector “OB”. The voltage at the electrical center is zero and hence it
appears as a three-phase fault at that point on the line (Kundur, 1994).
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Figure 5.47: Rotor angle excursions for large-signal unstable case (Case-3).

The values of the pre and post fault impedance (at point E) are summarized in Table.
5.11. The ratio of the magnitude of the post fault impedance at the electrical center “E” to
the impedance of the line “OB”, i.e., |Zapp2|/|ZL| shows that the electrical center formation
has occurred at 54.45% of the transmission line length starting from bus-9.
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Figure 5.48: Phase angles across transmission lines for Case-3.

Figure 5.49: Apparent impedance trajectory of line 9-10 (Case-3).
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Table 5.11: Pre and post fault Zapp for Case-3.

ZL = 0.221∠84.3◦ p.u

Pre fault Zapp1 p.u Post fault Zapp2 p.u (at E) |Zapp2|/|ZL|
1.396∠−12.9◦ (1.36− j0.3115) 0.12∠85.04◦ (0.0104+ j0.12) 0.5445

To show, the non-existence of an electric center on a transmission line across which
PAD excursions are less than 180◦ the pre and post fault impedance trajectories for line-10
which connects buses 8 and 7 are plotted in Fig. 5.51. Since the angle across line-10, i.e.,
PAD 8-7 does not cross the 180◦ limit, no electric center is formed on the transmission line.
Both the pre and the post fault impedance values lie far away from the Mho characteristic
circle and do not intersect it at any point.
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Figure 5.50: R-X plot of apparent impedance of line 9-10 (Case-3).

5.10.2 Small-signal unstable case (Case-4)

For this case, a modified 4-machine 10-bus power system with only line-1 connecting buses
9 and 10 (lines 2 and 3 are considered to be out of service for this case) is employed
(Shubhanga, 2018). At time, Tf ault = 20 s, a small duration fault of 0.05 s is applied at
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bus-7 without any line clearing. This triggers a growing electromechanical oscillation of
rotors since the operating point is small-signal unstable. For this case, the PAD across
various transmission lines are plotted as shown in Fig. 5.52. From the figure it is clear that
PAD 9-10 signal, corresponding to line-1, only exhibits angle excursions greater than 180◦.
However, the PAD signal crosses the 180◦ threshold at a much later time, at t=153.5 s which
is very large in comparison to the previous case (which involves a large disturbance). The
apparent impedance trajectory, Zapp, for this case is shown in Fig. 5.53, for the pre-fault,
fault and the post-fault scenario.
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Figure 5.51: R-X plot of apparent impedance of line 8-7 (Case-3).

The Mho characteristics for a relay located at bus-9 along with the pre and post fault
impedance are shown in Fig. 5.54. From this figure it can be noted that the post fault
impedance values enter the Mho characteristic curve at point “A”, at t = 151.66 s where the
value of apparent impedance is 0.1678∠34◦ p.u. The trajectory finally intersects the line
impedance vector “OB” at point “E”, at t = 153.5 s. At this point the phase angle difference
across the transmission line-1 is equal to 180◦ and hence “E” represents the electric center
of the transmission line. The value of the apparent impedance Zapp at PAD equal to 180◦

is 0.1145∠84.8◦ p.u.
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Figure 5.52: Phase angle across transmission lines for small signal unstable case (Case-4).

Figure 5.53: Apparent impedance trajectory of line 9-10 for small-signal unstable case (Case-
4).
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Note :

1. The value of PAD 9-10 signal for case-3 at point “C” in Fig. 5.48 is 44◦ which
advances to 64.5◦ at point “A”. Similarly for case-4, the value of PAD 9-10 signal at
point “C” is 56.9◦ increasing to 81.82◦ at point “A”.

2. A threshold value for PAD excursions can be set, for example say 100◦, crossing
which would initiate an algorithm to extrapolate the PAD signal and predict the
trend of the future samples. Such a technique can be useful to determine in ad-
vance whether the PAD signals will cross the 180◦ threshold and result in an electric
center somewhere on the transmission line. A power swing block (PSB) command
can be initiated in advance in order to prevent undesired lines from tripping across
the network whenever such a condition is anticipated (Lavand and Soman, 2016).

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

Resistance (p.u)

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

R
e
a
c
ta

n
c
e
 (

p
.u

)

Z
app

 for small signal unstable case Line-1 (Fault at bus-7)

E

O

B

A

C

Figure 5.54: R-X plot of apparent impedance of line 9-10 for small signal unstable case (Case-
4).

5.11 Summary of the Presented Work

Event analysis is a major application of WAMS and can be undertaken either in an online
or an offline fashion. An insight into the detection and localization aspect of event analysis
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is provided in this chapter, with the main points listed as follows :

1. Non-training based techniques, including the wavelet transform and standard devia-
tion are used for demonstrating the event detection procedure.

2. Methods for threshold computation such as the percentile-based and the 3−SD based
approach are described. It is noted that the value of threshold influences the overall
event detection process.

3. The impact of lack of availability of historian data on the event detection procedure
is demonstrated, especially with respect to threshold calculations. Due to the lack
of availability of historian data, several event detection algorithms such as the MWE
method fail to properly recognize the incipient time of disturbances.

4. An event localization algorithm is proposed which categorizes disturbances as local
or wide-spread. The localization of a disturbance is determined using the number of
PMUs that exhibit WE or SD excursions greater than the threshold.

5. The event localization logic is applied to disturbance cases from the ISO-NE power
system and a simulation based 4-machine 10-bus power system. It is demonstrated
that the method of choosing a threshold value also influences the overall localiza-
tion decision of a power system event. The localization algorithm must be adjusted
depending on factors such as the overall structure and the number of PMUs in the
power system, in order to ensure correct decisions.

6. PAD signals obtained across transmission lines are used to detect a loss-of-synchronism
condition in a power system. Careful extrapolation of PAD signals can be carried out
in order to detect an OOS condition beforehand. PSB logic can be initiated ahead of
time in order to prevent uncontrolled tripping of relays at vulnerable points in a trans-
mission network. This in-turn can aid a power system operator to initiate controlled
separation at pre-determined locations to prevent a blackout.
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Chapter 6

CONCLUSIONS

6.1 Work Carried Out and Inferences

The topics discussed in this thesis deal with phasor measurement units and their applica-
tions in wide area measurement systems. The work carried out in this thesis includes :

1. Test procedures with regards to the IEEE standard for synchrophasor measurements
in power systems are demonstrated. Updates of the standards over the years are
compared with emphasis on the changes to the test cases and their respective er-
ror limit requirements. Compliance verification procedure based on the latest IEEE
synchrophasor standard is demonstrated using the one-cycle DFT algorithm. Three
methods employed for time-tagging phasor estimates are indicated with focus partic-
ularly on the RE and the RC approach.

2. Several PMU algorithms, based on the static and the dynamic models are described.
These algorithms are implemented in the integrated PMU architecture environment
to provide causal as well as non-causal phasor estimates. The application of both the
estimates for power system studies is also demonstrated. It is observed that for most
of the standard based test cases, the non-causal estimates result in low TVE values,
due to the off-line time-tag adjustments. Contrary to this, the causal phasor estimates
exhibit high values of TVE, especially during amplitude modulation conditions as
the phasor estimates are provided with only angle compensation. Effect of different
angle compensation schemes on direct measurements such as voltage and current
phasors, as well as on pseudo measurements such as complex power and impedance
is also investigated. TVE values obtained for causal phasors compensated using
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voltage based frequency are shown to be lower as compared to phasors compensated
using current signal frequency. Influence of the integrated PMU architecture outputs
on power system stability is demonstrated by using both the causal and non-causal
estimates as inputs to a power system stabilizer for oscillation damping.

3. A frequency estimation technique involving the reconstruction of time-domain sig-
nals using phasor samples is proposed. It is shown that if time-domain signals are
reconstructed using phasor samples, frequency information is preserved even if off-
nominal frequencies are involved. Hilbert filter demodulation (HFD) and Convo-
lution averaging filter (CAF) methods are used for estimating frequency using the
reconstructed signals. It is demonstrated that the reconstruction-based approach out-
performs the conventional frequency-domain based frequency estimating techniques,
especially when single-phase signals are involved. Several IEEE synchrophasor stan-
dard based tests are carried out and the results are compared with state-of the art
single-phase PMUs. A simulation based 4-machine 10-bus power system is used
as a test-bed in addition to realistic phasor data samples obtained from the ISO-NE
power system to demonstrate the effectiveness of the reconstruction-based approach.
Frequency and ROCOF obtained using the signal reconstruction-based approach for
different fault cases are compared with the theoretical, and these signals are also
subjected for mode-identification via the Prony method. Effect of window length,
start time, frame rate and order of the linear predictor on the behaviour of the Prony
method is also explored. It is also noted through a lab experimentation that an ac-
curate frequency estimation during a loss-of-synchronism condition is not straight
forward.

4. An event detection and localization tool is developed to illustrate an application of
WAMS signals obtained from simulation studies as well as a practical ISO-NE power
system. Effectiveness of highly sampled WAMS data for identification of different
events is demonstrated using signal processing based approaches such as the wavelet
transform and the standard deviation methods. Both the techniques lead to simi-
lar results when used for event detection. Disturbances are detected against thresh-
olds which are obtained using different methods such as, a hit and trail technique,
percentile-based approach and the 3− SD-approach. It is shown that the threshold
values have a significant bearing on the overall event detection process. An event
localization logic is also proposed which is based on the excursions exhibited by
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individual PMUs once an event is successfully detected. Based on the localization
results, events are classified as local or wide-spread, depending on their area of influ-
ence. This aids power system operators in understanding the severity of a disturbance
and, in turn to take necessary action to avoid cascading outages. As a part of the event
analysis a scheme to detect loss-of-synchronism condition, is developed using PAD
signals obtained from across transmission lines. The relationship between the electri-
cal center and the occurring of LOS event is demonstrated using simulations carried
out on a 4-machine 10-bus power system.

6.2 Major Contributions

The major contributions based on the work carried out in this thesis are as follows :

1. A comparison of the available IEEE standards for synchrophasor measurements in
power systems is presented. This includes an exhaustive description of all the tests re-
quired for compliance verification. The standard based testing procedures are demon-
strated using a one-cycle DFT algorithm, in a tutorial manner.

2. An integrated PMU architecture is proposed and several PMU algorithms, based on
the static-model as well as the dynamic model are implemented using this architec-
ture. The causal and non-causal PMUs implemented based on the integrated architec-
ture are tested using the standard based signals. Applications of the outputs obtained
using the integrated PMU architecture for power system monitoring and control are
also demonstrated.

3. A single-phase time-domain signal reconstruction-based approach for frequency es-
timation is proposed. This approach provides an additional M-class compliant fre-
quency estimator when augmented with a conventional DFT based P-class algorithm.
Frequency and ROCOF signals obtained via the reconstruction-based approach are
subjected to mode identification using the Prony method and the influence of frame
rate, window length, order of the linear predictor etc on the dominant modal value is
studied.

4. An event detection and localization tool is developed to demonstrate an application
of WAMS signals. Effectiveness of the wavelet transform and standard deviation as
event detection tools is demonstrated. Influence of the threshold values on the event
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detection logic is also shown. A new event localization logic based on the number of
PMUs involved in the event detection process is proposed. A method to identify an
OOS condition based on PAD signals, is presented.

6.3 Future Work

1. Improvements to phasor estimation techniques: The use of synchrophasor estimates
for model validation, inertia estimation or as control signals demands precise mea-
surement. Therefore, computationally light and accurate algorithms which are both
P and M class compliant can be designed in order to provide multiple functionali-
ties. Hybrid model based algorithms which combine different techniques such as in
(Khodaparast et al., 2022), to obtain phasor estimates can be explored.

2. Denoising techniques: PMU output data can be denoised before it is used for down-
stream applications involving measurement, protection or control. Methods such as
the wavelet transform and the Fast Fourier Transform have been successfully used
to denoise signals. Exploration of different methods such as the empirical mode
decomposition (EMD) technique as a denoising tool can be explored in the future.

3. Improvements to single-phase phasor estimation: Since most of the present PMUs
are installed in transmission networks, three-phase signals are available and hence
accurate positive sequence phasors can be estimated. Recently, due to the emergence
of µ−PMUs, accurate single-phase algorithms must be designed for distribution sys-
tem applications.

4. Performance improvement of causal PMUs during amplitude modulation conditions:
Due to the absence of an amplitude compensation factor in causal PMUs, the TVE
values during amplitude modulation conditions are very high and do not meet the
requirements of the IEEE standards. The errors increase as the value of the group
delay of a PMU algorithm increases. Therefore, the formulation of an amplitude
compensation factor for causal PMUs needs to be devised.

5. Frequency estimation during loss-of-synchronism condition: Due to severe fluctua-
tions of voltage as well as current signals during LOS conditions, traditional PMUs
fail to accurately track the amplitude, phase and frequency of the signal. An accurate
estimation of frequency during such conditions is a major requirement.
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6. Improvements to mode estimation algorithms: Observations made with regards to
mode estimation results obtained using the Prony method emphasized the need for
improvement in the decrement factor estimation while dealing with signals with mul-
tiple signatures within a given data window. Online application of Prony method can
be explored by carefully assigning an initial value for the order of the linear predic-
tion (n). This can lead to quick convergence of the Prony algorithm, thus enabling its
application as an online tool for mode estimation.

7. OOS detection using PAD signals: An extrapolation method can be designed in order
to predict in advance, whether a certain PAD signal crosses 180◦ for any transmission
line. Such a logic can be used to initiate PSB on relays which are vulnerable to
undesirable tripping, thus ensuring the integrity of the power system.

8. Integrated simulation package: In a multi-machine transient stability environment,
several PMUs based on the integrated architecture can be developed, including mode
identification algorithms. The complete integrated simulation package incorporating
such features would be a great research potential.
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Appendix A

PMU numbering for ISO-NE data

Table A.1: PMU No and the associated substation and line for the ISO-NE system.

PMU Sub and Ln No
PMU-1 Sub-1 Ln 1

PMU-2 Sub-1 Ln 1-11

PMU-3 Sub-2 Ln 2

PMU-4 Sub-2 Ln 3

PMU-5 Sub-2 Ln 4

PMU-6 Sub-3 Ln 5

PMU-7 Sub-3 Ln 6

PMU-8 Sub-3 Ln 7

PMU-9 Sub-4 Ln 8

PMU-10 Sub-4 Ln 4-6

PMU-11 Sub 4 Ln 9

PMU-12 Sub-5 Ln 10

PMU-13 Sub-5 Ln 11

PMU-14 Sub-5 Ln 12

PMU-15 Sub-6 Ln 4-6

PMU-16 Sub-6 Ln 13

PMU-17 Sub-6 Ln 14

PMU-18 Sub-6 Gen 1

PMU-19 Sub-7 Ln 15

PMU-20 Sub-7 Ln 16

PMU-21 Sub-7 Gen 2

PMU-22 Sub-8 Ln 17

PMU-23 Sub-8 Ln 18

PMU-24 Sub-8 Ln 19

PMU-25 Sub-8 Gen 1

PMU-26 Sub-9 Ln 20

PMU-27 Sub-9 Ln 21

PMU-28 Sub-10 Ln 22

PMU-29 Sub-10 Ln 23

PMU-30 Sub-10 Ln 24

PMU-31 Sub-11 Ln-25

PMU-32 Sub-11 Ln 1-11

PMU-33 Sub-12 Ln 26

PMU-34 Sub-12 Ln 27

PMU-35 Sub-12 Ln 28
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Radulović, M., Zečević, Ž. and Krstajić, B.,(2019). “Dynamic phasor estimation by sym-
metric Taylor weighted least square filter.” IEEE Transactions on Power Delivery, 35(2),
pp.828-836.

Rahmann, C. and Castillo, A., (2014). “Fast frequency response capability of photovoltaic
power plants: The necessity of new grid requirements and definitions.” Energies, 7(10),
pp.6306-6322.

Raj, A. and Soman, S.A., (2020) “A graph theoretic approach to accelerate natural cutset
prediction during an out-of-step condition.”, International Journal of Electrical Power

and Energy Systems, 123, p.106278.

Raj, A., Gajjar, G. and Soman, S.A., (2019). “Controlled islanding of transmission system
using synchrophasor measurements.” IET Generation, Transmission and Distribution,
13(10), pp.1942-1951.

Rao, K. and Shubhanga, K.N. (2017). “A comparison of power system signal detrending
algorithms.”, Proc. 2017 7th Int. Conf. on Power Systems (ICPS), Pune, India, Dec. 2017,
404–409.

Rao, K. and Shubhanga, K.N. (2018). “MAPE - an alternative fitness metric for Prony
analysis of power system signals.”, Int. J. Emerging Electric Power Syst., 19(6).

Reza, M.S., Ciobotaru, M. and Agelidis, V.G., (2014). “A modified demodulation technique
for single-phase grid voltage fundamental parameter estimation.” IEEE Transactions on

Industrial Electronics, 62(6), pp.3705-3713.

Ree, J.D.L., Centeno, V., Thorp, J.S., and Phadke, A.G., (2010). “Synchronized Phasor
Measurement Applications in Power Systems,” IEEE Transactions on Smart Grid Vol 1,
No 1

Reza, M.S., Ciobotaru, M. and Agelidis, V.G., (2014 ). “Accurate estimation of single-
phase grid voltage parameters under distorted conditions.” IEEE Transactions on Power

Delivery, 29(3), pp.1138-1146.

258



Bibliography

Romano, P. and Paolone, M., (2014). “Enhanced interpolated-DFT for synchrophasor es-
timation in FPGAs: Theory, implementation, and validation of a PMU prototype.” IEEE

Transactions on Instrumentation and Measurement, 63(12), pp.2824-2836.

Roscoe, A.J., Abdulhadi, I.F. and Burt, G.M., (2013). “P and M class phasor measurement
unit algorithms using adaptive cascaded filters.” IEEE transactions on power delivery,
28(3), pp.1447-1459.

Roscoe, A.J., Dickerson, B. and Martin, K.E., (2015). “Filter design masks for C37. 118.1
a-compliant frequency-tracking and fixed-filter M-class phasor measurement units.”
IEEE Transactions on Instrumentation and Measurement, 64(8), pp.2096-2107.

Roy, B.K.S., Sinha, A.K. and Pradhan, A.K., (2013). “Synchrophasor-assisted prediction
of stability/instability of a power system.” International Journal of Emerging Electric

Power Systems, 14(1), pp.1-8.
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• Wide Area Measurement Systems (WAMS)

• Phasor Measurement Units (PMU)

• Event Detection and Postmortem analysis

• Power system measurements

Society Memberships
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My Resume

• Student Member of IEEE

Software and Computer Proficiency

• Operating Systems: Windows and Linux.

• Simulation Packages: MATLAB/Simulink, SCILAB/XCOS.

Interest and Activities

• Football

• Music
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