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ABSTRACT

With the advent of Computer Assisted Diagnosis (CAD), accuracy of cancer detection

from histopathology images is significantly increased. However, color variation in CAD

system is inevitable due to variability of stain concentration and manual tissue section-

ing. Small variation in color may lead to misclassification of cancer cells. Therefore,

color normalization is the first step of Computer Assisted Diagnosis (CAD), in order to

reduce the inter-variability of background color among a set of source images. In this

thesis, first a novel color normalization method is proposed for Hematoxylin and Eosin

(H and E) stained histopathology images. Conventional Reinhard algorithm is modi-

fied in our proposed method by incorporating fuzzy logic. Moreover, mathematically

it is proved that our proposed method satisfies all three hypotheses of color normal-

ization. Furthermore, several quality metrics are estimated locally for evaluating the

performance of various color normalization methods. Experimental result reveals that

our proposed method has outperformed all other benchmark methods.

The second step of CAD is nuclei segmentation which is the most significant step

since it enables the classification task computationally efficient and simple. However,

automatic nuclei detection is fraught with problems due to highly textured nuclei bound-

ary and various size and shapes of nuclei present in histopathology images. In this the-

sis, a novel edge detection technique is proposed for segmenting the nuclei regions in

liver cancer Hematoxylin and Eosin (H and E) stained histopathology images, based on

the notion of computing local standard deviation value. Moreover, the edge-detected

image is converted into a binary image by using local Otsu thresholding and there-

after, it is refined by an adaptive morphological filter. The experimental result indicates

that proposed segmentation method overcomes the limitations of existing unsupervised

methods and subsequently its performance is also comparable with deep neural models.

To the best of our knowledge, our proposed method is the only unsupervised method
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which achieves nuclei detection accuracy closest to 1 (0.9516). Furthermore, two more

quality metrics are computed in order to measure the performance of nuclei segmen-

tation methods quantitatively. The mean value of quality metrics reveals that our pro-

posed segmentation method outperforms other existing methods both qualitatively and

quantitatively.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Histopathology refers to the pictorial examination of tissue in order to study the can-

cerous disease under the microscope. In recent trends, Computer Assisted Diagnosis

(CAD) has become one of the most reliable digital techniques for diagnosis and prog-

nosis of cancer patients Gurcan et al. (2009). CAD has outperformed manual cancer

detection, done by pathologists, since it is computerized and very fast and unlike man-

ual detection, it is not dependent on human psychology. Moreover, CAD is more ca-

pable for early cancer detection than manual cancer detection, since human eye cannot

extract lower order statistics. Recently in most of the hospitals (in UK and USA), CAD

has been employed such that pathologists can be relieved from the huge workload and

they can only focus in much difficult malignant tumour cases or in the most suspicious

cases. In this research thesis, we only focus on computer assisted diagnosis of liver can-

cer Hematoxylin and Eosin (H and E) stained histopathology images. Hematoxylin and

Eosin are the most common stains for histopathology images. Hematoxylin is mostly

bound to the nuclei (bluish pink color) and Eosin is mostly bound to the cytoplasm

(red pink color). There are several steps by which histopathology slides are prepared

(McCann (2015), McCann et al. (2014b)) that is tissue collection, fixation, embedding,

sectioning, staining and thereafter the slides are converted into digital images by Whole

Slide Imaging (WSI) techniques (by Ghaznavi et al. (2013)). These digital images are

called source images throughout this thesis. The preparation of histopathology slides

is explained in detail in the next subsection. CAD is comprised of three steps. The

first step of CAD is preprocessing (example color normalization) of histopathology im-

ages in order to reduce the inter color variation among a set of source images. Second

step is to segment nuclei regions in histopathology images which is having the most



significant information of cancers, according to our pathologists’ group (in Kasturba

Medical College, Mangalore, MAHE). Furthermore, segmentation process enables the

cancer detection task very simpler and computationally efficient. Finally, the main step

of CAD is to extract features of cancer cells from segmented images and to classify

whether the cell is cancerous or non-cancerous by a supervised classification technique

(example Support Vector Machine, Convolutional Neural Networks). A brief descrip-

tion of CAD is given in section (1.3).

Generally, histopathology images are having good contrast, due to the use of ad-

vanced digital slide scanners (Olympus, Aperio, Hamamatsu etc). But those images

may be faded if the tissue slides are kept for more than six months, without storing it

in the computer. Thus, contrast enhancement should be done as a preprocessing step

to those faded images. Color variation is another major problem of histopathology im-

ages. It may happen because of using different scanners, various staining procedures,

and poor tissue sectioning (Khan et al. (2014)). Color is an important feature which

is significant for cancer detection. For example, more colorful nuclei with respect to

standard color may indicate the sign of malignant tumour, according to our patholo-

gists’ group (in KMC, MAHE). Thus, color normalization is very much important task

prior to segmentation and classification. Small color variation might miss classify the

cancer cells, which is not acceptable. The color of all the source images must be nor-

malized to a same standard color of a reference image. This reference image must be

chosen by pathologists and it is called as target image throughout this thesis. In other

words, the color of this target image must be transferred to source image and after this

transformation the final image will be called as processed image, throughout this thesis.

Segmentation is a very significant task before classification, since it makes the mam-

moth task of classification very much simple and computationally very efficient. For

example, if we segment nuclei from histopathology images, then classification will be

based on the features of segmented nuclei instead of features of every kind of tissues in

the whole image. Thus, number of features will be significantly reduced and computa-

tional complexity of classification will be very much less, if we do segmentation prior
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to classification. In this thesis, we only concentrate on segmenting nuclei regions in

liver cancer H and E stained histopathology images, since most of the cancerous infor-

mation contains in the nuclei region according to the pathologists (in KMC, MAHE).

For example, nuclei color, variability of nuclei size and shapes, irregular boundaries

all are important features of malignant tumor. However, automatic nuclei segmentation

of histopathology images has been a very difficult task (Irshad et al. (2013)), for re-

searchers because of significant size and color variation of nuclei inside one image and

due to highly textured boundary present in case of higher grade cancer.

1.2 Preparing Histopathology Slides

The histopathology slides can be prepared by the following steps: 1) tissue collection,

2) fixation, 3) embedding, 4) sectioning, 5) de-paraffining, 6) staining and finally 7)

digitizing the slide by Whole Slide Imaging (WSI). The schematic block diagram of

histopathology slide preparation is shown in Figure 1.1.

Figure 1.1: Block diagram of preparation of histopathology slides

1. Tissue Collection: There are several tissue collection methods which are fine nee-

dle aspiration, biopsy needle, excisional biopsy etc. Larger biopsy has more information

than small needle biopsy because it preserves large cellular context of histopathology

slides.
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2. Fixation: Fixation of tissue is needed for chemical and physical stabilization.

Mostly a combination of Alcohol and xylene are used for dry freezing (physical stabil-

ity). A stabilized tissue is easier to cut by machines, thus if fixation is not done properly

this may lead to poor tissue sectioning. A collection of small tissue pieces after fixation

are shown in Figure 1.2a.

3. Embedding: The tissues are placed in a mold and then paraffin is poured into

that mold such that those tissues will be embedded to those blocks, which are shown

in Figure 1.2b. Embedding is required to give a particular shape to the tissue such that

they can be easily cut by the machines.

4. Sectioning: Sectioning or cutting tissue slides into small pieces is one of the most

important steps for preparing histopathology slides. Those tissues are cut by a machine

or tool called microtome.Sectioning is required to get all 3-dimensional tissue infor-

mation in the form of many thin slides, which is 2-dimensional information. In other

words, more thinner tissue slides will provide greater information of that tissue than

thick tissue slides. Although tissues are cut by machine (microtome), the orientation of

the cutting is dependent on human. If the tissue slides are poorly sectioned, it may cause

some information loss and color variation in histopathology slides as well as because of

choosing a tilt angle it may change the orientation of the nucleus and consequently the

nuclei segmentation task will be very difficult. Furthermore, if the tissue slides are cut

thick, then also there will be a lots of information loss and it may generate overlapping

nuclei.

5. De-paraffining: Removing paraffin from the sectioned tissue is important, with-

out de-paraffining the tissue may look like a little bit blurry or little wet in some of the

portions. To remove paraffin mostly xylene and alcohol are used.

6. Staining: Staining of the tissue slides are required because it is not visible or

kind of transparent under bright field microscopy. The most widely used stains for

histopathology images are Hematoxylin and Eosin. Those histopathology images are

called H and E stained histopathology images. Hematoxylin stains nucleic acid and it
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Figure 1.2: a.small tissue pieces after fixation, b.tissue after embedding, c.tissue section
by microtome

appears as bluish pink (or blue). Mostly Hematoxylin binds to the nuclei of a cell. On

the other hand, Eosin is attracted to the proteins, mostly located at the cytoplasm and ap-

pears as red/pink. Figure 1.3b shows such stained slides. The reason why Hematoxylin

and Eosin are chosen is that H and E stains are attached to every cellular component

of a cell which enables us to visualize the whole cellular structure of the tissue. The

limitation of the H and E staining is that Hematoxylin and Eosin are mixed non-linearly

in the histopathology images. That is why sometimes nuclei may look like dark pur-

ple or entirely different color (not blue), which may cause misclassification of cancer.

Thus, our main challenge is to separate those two stains such that we know the color

proportions of mixing at every location in the image.

Figure 1.3: a.staining machine, b.set of slides, c.converting slides into digital slides

7. Whole Slide Imaging (WSI): Next the histopathology slides are scanned by

Whole Slide Scanner and they are converted to high resolution digital images (Ghaz-

navi et al. (2013)), so that cancer diagnosis can be done solely by processing those

digital histopathology images. Storing digital images in computer is far better option

than storing histopathology slides, since glass slides can be damaged, takes more space
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and can be fed over time. However, some of the pathologists still rely on analyzing the

histopathology slides through microscopes because of fast focusing and virtual sense of

being very much closed to the tissue. If there is any distortion in any aforementioned

step, that will lead to a kind of variability (mostly in terms of color and structure) in the

final digital histopathology image. In this research thesis, we mostly concern about the

variability due to staining and sectioning.

1.3 Computer Assisted Diagnosis

Computer Assisted Diagnosis (CAD) is an objective or automatic pathology diagnosis

which is employed in most of the hospitals in western countries. Advantage of having

automatic image analysis is that it is faster than subjective pathology diagnosis and un-

like subjective diagnosis it is not dependent on human psychology. Thus, for objective

pathology diagnosis, the cancer detection decision does not change over the same set

of histopathology images. Furthermore, the human eyes sometimes can not find the

low-level textures or features for early cancer detection, which can be possible in case

of Computer Assisted Diagnosis (CAD). CAD is mainly comprised of three steps, I)

Pre-processing, II) segmentation, III) feature extraction and classification. The basic

functional block diagram of CAD is shown in Figure 1.4.

Figure 1.4: Block Diagram of CAD

1. Pre-processing: Color normalization of histopathology images is required if there

is too much color variation due to different stains mix non-linearly, use of different scan-

ners or poor tissue sectioning. Because color is an important feature of classification,

little bit color variation in histopathology images may lead to misclassification (Khan

et al. (2014)). Thus, color normalization is very much significant operation before seg-

mentation and classification. The main purpose of color normalization is to transfer
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background color from target image (standard image) to processed image, preserving

all the structural information of source image.

2. Segmentation: Segmentation is nothing but partitioning the histopathology im-

age into more meaningful regions, that is extracting the required tissue automatically

(example nuclei, stroma, lymphocytes etc) which has the most significant information

of cancer. Segmentation process enables the classification task simpler and it reduces

its computational complexity considerably. In this thesis of liver histology, we only

focused on segmenting nuclei (Yi et al. (2017), Graham et al. (2019)) since it is having

the most relevant information for cancer detection. However, segmentation of nuclei in

histopathology images is very challenging task, since nuclei sizes and color may vary

due to stain mixing, poor tissue sectioning. Moreover, a high-grade cancer epithelial

nucleus may have irregular boundary and densely cluttered. Segmenting this kind of

nuclei is very difficult.

3. Feature Extraction and Classification: To classify whether the cell is cancerous

or non-cancerous, first we have to extract statistical features of some tissue (Region of

Interest) in the segmented H and E images. Region of Interest (ROI) can be extracted

by several statistical feature extraction techniques like grey level texture feature, color

based feature, Law’s Texture Energy (LTE) based feature (by Kumar et al. (2015)),

wavelet feature etc. Once the feature vector is created, the objects which have malig-

nant tumour can be separated from other non-cancer objects using a linear classifier

if they are linearly separable. Methods like Support vector machine (SVM) classifier

(Jain et al. (2000)), Bayesian classifier (Jung et al. (2010)), KNN classifier (Jain et al.

(2000)), Random Forest (Ham et al. (2005)) can be adopted to classify the cancerous

cell. However, if the data are not linearly separable (or very complex to separate), Deep

neural network can be employed in order to classify cancerous and non-cancerous cells.

In this research, we are only focused on the first two steps of CAD, i.e. color normal-

ization and Nuclei Segmentation.
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1.4 Liver Cancer Dataset

A dataset of 75 liver cancer H and E stained histopathology images have been collected

by pathologists (in KMC MAHE) for a single organ that is liver. First, histopathology

slides are prepared by several steps like tissue collection, fixation, embedding, section-

ing and staining. Subsequently, all the slides are visualized at same 40 x microscopic

zooms, by Olympus scanner and subsequently they are converted into digital images

and stored in computer. Each image size is 8.31 MB and image dimension is 1920 x

1440. According to our pathologists’ group, 40 x microscopic zoom is the best suitable

image for cancer detection, because at 40 x zoom nuclei size and shape are very promi-

nent. Our dataset of liver cancer H and E stained histopathology images is one of the

most challenging datasets. Because, we have observed a wide variety of image statistics

all over the dataset, especially, in third grade cancer images nuclei size and shape were

totally different than that of other images. However, the number of such (third grade

cancer) images was only 5 in the entire dataset. Furthermore, we have noticed per 10

images, statistical properties of nuclei, other tissues and their patterns are completely

different than that of other images. This happened not only because of stain variability,

but also due to they are not originated from a single cell. Thus, any single automatic

algorithm can not work effectively all over the dataset.

First, we need to do color normalization as a pre-processing step, since we noticed

that there is significant color variation among the set of source images in the liver cancer

dataset. For color normalization, we do not have any ground truth of original image,

thus, it makes the color normalization task unsupervised. Moreover, in the next step

of nuclei segmentation, we need a set of ground truth as well, in order to evaluate

the accuracy of nuclei detection. A set of ground truth of H and E stained liver cancer

histopathology images were prepared manually with the help of Adobe photoshop 2019.

There is no automatic software available to generate segmented image ground truth, to

the best of our knowledge. However, we found an automatic selection button which is

present in photoshop 2019, has enabled us to select the exact nuclei boundary automatic,

although inititally we have to choose contour manually. Thus, human error by this
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method of generating ground truth is very less, according to our visualization. The

nuclei are recognized by the experts (or, pathologists). In most of the cases, the nuclei

appeared as blue color in H and E stained liver cancer histopathology images, since

Hematoxylin stain (blue color) is mostly attracted to the nuclei. This is to clarify that

we employed those set of ground truth of segmented images, just to compare it with

the processed segmented image and also to measure quality metrics for nuclei detection

accuracy.

1.5 Texture Property of Liver Cancer H and E Stained

Histopathology Images

Texture is inherently related to the statistical (spatial) distribution of intensity values

inside a local region of an image. Texture (Haralick (1979)) can be mathematically

defined as follows.

T = {f(x)}x∈X (1.1)

where f(x) is a probability density function inside a local patch (x ∈ X) of an

image. We have found that liver cancer H and E stained histopathology images are

having some unique texture properties which are discussed below.

1. In liver cancer H and E stained histopathology images, the texture property only

for one feature (intensity), is approximately repeating all over the image. This kind of

texture is known as periodic texture. Mathematically, an image texture will be approxi-

mately periodic if

f(xi) ≈ f(xj)∀i �= j (1.2)

Equation (1.2) implies that probability density function in any two patches (ith and

jth window)in image are approximately same in case of periodic texture. However, the

aforementioned property is not true for every size of patch. This patch size for which the

texture is approximately periodic, actually depends on the autocorrelation co-efficient
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of the image pixel intensity values. If auto correlation co-efficient (Haralick (1979)) is

higher, then the texture will repeat after a large patch and if the reverse is true, then

texture will be periodic for a small resolution patch.

2. Empirically we have found that, for liver cancer H and E stained histopathology

images mostly heterogeneous property (of intensity values) dominates over homogene-

ity property, if the small patch size is taken greater than equal to 17 x 17, to the best of

our observations. This implies that unlike natural images, histopathology image does

not have a large region where intensity variation is approximately zero (example sky,

tree, land etc). Statistically, in histopathology images, auto-correlation coefficient be-

tween pixel (intensity) values is comparatively greater than that of natural images. Due

to this texture property, global color normalization method or any global transformation

is very much suitable for histopathology images, rather than local transformation.

In order to verify the second texture property, auto-correlation co-efficient is de-

fined below. The mathematical formula of auto-correlation co-efficient (ρ) is given in

equation (1.3), inspired by the work of Haralick (1979).

ρ =
( 1
W1W2−1

)
�W1/2−1

m=−(W1/2−1)

�W2/2−1
n=−(W2/2−1)I(x, y) ∗ I(x+m, y + n)

(I(x, y))2
(1.3)

where (m,n �= 0), here both m and n are assumed to be odd number, (W1 ×
W2) is window size, I(x, y) is the image intensity value.For both natural images and

histopathology images, 17 x 17 window size is taken in order to compute autocorre-

lation co-efficient. This auto-correlation co-efficient (ρ), estimated in equation (1.3),

is just the measurement of self-similarity of pixels for only one single window. Final

auto-correlation co-efficient of entire image can be measured by the following equation

(1.4).

ρtotal =
1

W

W�

i=1

ρi (1.4)
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where W is the total number of windows in image, (ρ) is the auto-correlation co-

efficient, estimated for ith window. The autocorrelation co-efficient (ACC) of 50 natural

images and 50 histopathology images are estimated and compared in table-I, in order to

verify the aforementioned texture property.

Table 1.1: Mean Value of ACC
for 50 histopathology images for 50 natural images

1.084 1.024

Table 1.1 reveals that autocorrelation co-efficient of histopathology images are greater

than that of natural images. This is to clarify that ACC value of histopathology im-

ages is only 0.06 greater than that of natural images, this 6 percent deviation is signif-

icant. Because with respect to a complete homogeneous image (blank image, whose

ACC = 1), natural images’ ACC value deviation is just 0.02. Thus, relative to that

deviation (of 0.02), 0.06 is significant variation for histopathology images, according

to our visualization. Therefore, this has been verified that auto-correlation co-efficient

of histopathology images are more deviating (6 percent extra) from the value of 1, than

the natural images.

1.6 Problem Statement

Design and development of algorithms for color normalization and nuclei segmentation

of liver cancer histopathology images.

1.7 Research Objectives

The objectives are formulated for detecting liver cancer cells from histopathology im-

ages which are as follows.

1. To propose novel color normalization method for histopathology images and to
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evaluate their performance.

2. To propose a robust segmentation method to extract nuclei and evaluate its per-

formance on liver cancer histopathology images.

1.8 Main Contribution of the Thesis

1. A novel color normalization method based on fuzzy logic has been proposed for liver

cancer H and E stained histopathology images. Still now, most of the recent color nor-

malization methods are employing local methods for color transformation. However,

we found that H and E stained histopathology images have spacial texture property

that it doesn’t have large region of homogeneous region unlike natural images. Thus,

global color transformation is indeed more suitable than local transformation for H and

E stained histopathology images. Moreover, we introduced three hypotheses for color

normalization of histopathology images and later proved that our global color transfor-

mation method actually satisfies all three hypotheses for color normalization. Further-

more, we introduced three new quality metrics based on those three hypotheses and we

have got the best quality metrics compared to other benchmark methods and also com-

putation complexity of our method is considerably lesser than existing methods since

we are employing global method.

2. Stain separation is a very complex and time consuming method employed by

many researchers prior to color normalization. Because color transformation in RGB

space yields undesirable color mixing in images, since R,G and B are not properly un-

correlated. We have observed that employing color normalization in lαβ space (which

employs Principal Component Analysis) does actually work, unless there is color arti-

fact present in H and E stained histopathology images due to variability of stain con-

centration. Moreover, we have observed that those color artifacts are automatically

removed from the histopathology images when we take only ’r’ space information of

color normalized image which is the first step of edge detection. Therefore, there is

no need to employ time consuming stain separation methods like Non Negative Ma-
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trix Factorization (NMF) which exactly reduces all the correlation between the stains

Hematoxylin and Eosin. Rather, doing color normalization in lαβ space and then taking

’r’ space information works well for H and E stained histopathology images and it is in-

deed reducing computation complexity considerably than conventional stain separation

methods.

3. We have proposed a novel nuclei segmentation method based on unique edge

detection technique, followed by local Otsu thresholding and an adaptive morphology

filter. The edge detection technique which we are employing is novel, a multi-scale

edge detection method we incorporated based on computing local standard deviation.

We have found that the conventional gradient based edge detection is almost inevitable

of noise. Thus, instead of computing gradients (which is first difference between two

pixels), we have computed standard deviation of s x s window (for liver cancer images

it is 6 x 6) around each pixel. Therefore, the performance of our edge detection method

is not dependent on only two pixel intensity values. Rather, it is dependent on all s x s

pixels around each pixel, thus, our proposed method is less affected by noise. There-

after, the edge detected image is processed by Otsu thresholding in order to convert the

image into a binary image. Moreover, a novel adaptive morphology filter is employed

in order to refine the thresholded image, since we have observed there could be many

cluttered objects present in the binary thresholded image due to noise. The combination

of this three methods (i.e. edge detection, Otsu’s thresholding and adative morhology)

is completely unsupervised and novel. Indeed, this is the only unsupervised method

which detects nuclei in H and E stained histopathology images with accuracy closest to

100 percentage (95.16 percentage), to the best of our knowledge.

1.9 Organisation of the Thesis

Chapter 1 presents the introduction of our whole project i.e. Computer Assisted Di-

agnosis of Liver cancer H and E stained histopathology images. Chapter2 represents

the literature survey of color normalization and nuclei segmentation of H and E stained
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histopathology images.

In chapter 3, a novel color normalization method is proposed for H and E stained

histopathology images. Moreover, unique hypotheses of color normalization method is

introduced and based on those hypotheses three new quality metrics are introduced to

evaluate the performance of color normalization methods.

In chapter 4, a novel unsupervised nuclei segmentation method is proposed for liver

cancer H and E stained histopathology images. First, a unique edge detection method is

proposed based on computing local standard deviation, in order to find the edges of nu-

clei in liver cancer histopathology images. Furthermore, a novel adaptive morphology

filter has also been introduced as post processing.

In chapter 5, conclusion of the thesis is stated. Moreover, future work on CAD of

liver cancer histopathology images has also been mentioned.
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CHAPTER 2

LITERATURE SURVEY

2.1 Literature Survey of Color Normalization

Any color normalization technique must satisfy the following three hypotheses, to the

best of our knowledge.

1. Color normalization technique must preserve the structure of original image or

source image. Any loss of data is not acceptable.

2. Color normalization technique must transfer the background color from target

(standard) image to processed image. In other words, in color space, that is µtarget ≈

µproc

3. Contrast of the original image must be maintained in the processed image. This

implies that contrast of the processed image should be always greater than equal to

contrast of the original image, that is Cproc ≥ Coriginal

Those three hypotheses have been explained in depth in chapter 3.

There are three types of color normalization method. A) Global color normalization

in lαβ space (e.g.histogram specification Gonzalez et al. (2004), Reinhard algorithm

Reinhard et al. (2001)), B) Stain separation by supervised method (e.g.color decon-

volution), C) Stain separation by unsupervised method (e.g. SVD by Macenko et al.

(2009), NMF by Vahadane et al. (2016), ICA by Alsubaie et al. (2017)).

This is to notify that color normalization and stain separation are completely differ-

ent task. One has to employ stain separation before doing color normalization. This has

been observed by Ruifrok and Johnston (Ruifrok et al. (2001)) that, absorption spectra



of multiple stains (Hematoxylin and Eosin) have overlapping regions for histopathol-

ogy images. In other words, Hematoxylin and Eosin stains mix non-linearly in some

of the portions of histopathology images. Therefore, it is very necessary to separate

those stain channel, before applying color transformation. Transferring color in RGB

space may result undesired color mixing in the processed image, since R, G and B chan-

nels are not exactly uncorrelated. Hence, before normalizing color, this is essential to

transform that image into a color space such that the (stain) channels will be kind of

uncorrelated or independent.

2.1.1 Global Color Normalization

In general, global color normalization is done after separating color and intensity infor-

mation in lαβ space (Ruderman et al. (1998)), whereas l stands for luminance intensity

and αβ mainly contains color intensity information. In our understanding, transforming

the image into αβ space, is also kind of stain channel separation. However, correlation

between l, α and β is not exactly zero, but very less. Histogram specification (Gonzalez

et al. (2004)) is a global color normalization method, in which source image histogram

is mapped with target image histogram such that both brightness and color statistics

of source image will be like target image. Histogram specification follows Global His-

togram Equalization (GHE) method for contrast stretching which is a kind of non-linear

process. Because it forcefully stretches the histogram of source image until it will be

approximately like target image histogram and consequently it sometimes may lose sig-

nificant data of original image. Khan et al. (2014) report the performance of Histogram

Specification in lαβ channel.

Reinhard et al. (2001) preferred another global color normalization method which

transfers the background color of the target image to the source image with preserving

all other intensity information. This algorithm was first employed for natural images

by Reinhard et al. (2001). The main limitation of this algorithm was that the target

image and source image should have exactly same kind of statistics. However, this is

not the same in case of histopathology images. Because of the unique texture property
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of histopathology images, mentioned in the previous chapter, Reinhard algorithm is

actually suitable for color normalization of histopathology images. Reinhard algorithm

was also employed in lαβ channel, in order to avoid the color mixing in RGB space.

Reinhard algorithm is further explained in depth in chapter 3.

2.1.2 Stain Separation by Supervised Method

Before doing color normalization one has to separate the stains which mix non-linearly

all over the histopathology image. According to Lambert Beer’s law (Ruifrok et al.

(2001)), given in equation (2.1), stain concentrations are non-linearly dependent in RGB

space. Therefore, one has to first convert the image from RGB space to Optical Density

(OD) space such that multiple stains will act linearly (Ruifrok et al. (2001)).

IC = I0exp (−ODC) (2.1)

where IC is the intensity of transmitted light through histopathology slides,I0 is the

intensity of incident light on histopathology slides,ODC is the intensity value of the

image in OD space. The purpose of any stain separation method is to factorize OD

space intensity value into two orthogonal matrices (Ruifrok et al. (2001)), S and D are

given in equation (2.1), such that the stain channels will be kind of independent.

ODC = log(
I0
IC

) = SD (2.2)

where D is the stain color appearance matrix whose rows represent color basis vectors

for each stains and S is the stain depth matrix whose columns represent concentration or

absorption factor of each stain. A.C. Ruifrok and D.A. Johnston (Ruifrok et al. (2001))

have proposed a novel color deconvolution method, in which stain color appearance

matrix was manually estimated by measuring the relative color proportion for R, G and

B channel with only single stained (Hematoxylin or Eosin only) histopathology slide.

Furthermore, stain depth matrix S can be easily evaluated by taking the inverse of D

and multiplied by OD space intensity values, from equation (2.1). However, this method
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requires some prior information of single stain color, which is not readily available in

hospitals.

Khan et al. (2014) proposed a novel color normalization method which is comprised

of four separate methods. First, by employing Stain Color Descriptor (SCD) global

method they found overall stain color. Second, a supervised color classification method

i.e. Relevance Vector Machine (RVM) has been incorporated to identify the locations

where each stain is present. Thereafter, color appearance matrix and stain depth matrix

are estimated from these set of classified pixels. Furthermore, a non-linear spline-based

color normalization method is employed to transfer color locally from target image

to source image. We believe that the SCD estimation followed by RVM to find the

color appearance matrix is reliable, since it is done by a supervised learning method

where single stained histopathology slides are taken as ground truth. However, due to

transferring the color by a non-linear function, this algorithm can not preserve the exact

shape of the source image histogram in the processed image, causing major information

loss.

2.1.3 Stain Separation by Unsupervised Method

Independent Component Analysis (ICA) by Alsubaie et al. (2017) and Non-negative

Matrix Factorization (NMF) methods by Rabinovich et al. (2004), both are unsuper-

vised stain separation methods. The main advantage of unsupervised method is that

there is no requirement of labelled data or ground truth of single stained histopathol-

ogy images.NMF is an optimization technique which minimizes the distance between

the source image and decomposed matrices (S and D), with the constraint that all co-

efficient of color appearance matrix must be non-negative (i.e. Si,j ≥ 0 and Di,j ≥ 0).

However, NMF method is having some problem with ambiguity and has no closed form

of solution. On the other hand, ICA method assumes that each stain acts independently

on histopathology slides (Rabinovich et al. (2004)), which is not always true. Therefore,

these methods are not practically feasible.
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Table 2.1: Review of various color normalization methods for H and E stained
histopathology images

Reference Methods Limitations
Gonzalez et al. (2004) Histogram Specification GHE causes data loss

Reinhard et al. (2001) Color transfer algorithm In lαβ space stains are
in lαβ space not exactly separated.

Ruifrok et al. (2001) Color Deconvolution To estimate color appearance
method in OD space matrix some prior information

like single stained slide is
needed which is not available.

Rabinovich et al. (2004) Spectral decomposition Solution of NMF are not
by NMF, ICA closed, ICA assumes that each

stain act separately which
is not true.

Macenko et al. (2009) In OD space find SVD Most of the time it transfers
and project data onto wrong color, since it computed

plane corresponding to extreme angles empirically.
its two largest singular

values.
Khan et al. (2014) specific color descriptor, The structure of source image

RVM classification to find is ruined due to using non-
color of each stain, a non- linear spline function for

linear spline function color transfer
employed to transfer color

Li and Plataniotis (2015) Illuminance matching method, SW statistics is not a natural
Spectral normalization method process, causing some color

by employing SW statistics artifacts in the image
prior to NMF

Vahadane et al. (2016) Sparse Stain Separation of computation complexity of
NMF, Structure preserving SNMF is higher, solution

color normalization of NMF may reach to local
minima

Tam et al. (2016) Centroid alignment, CLAHE Local histogram specification
doesn’t work since it depends

on the spatial dependency
of pixels

Alsubaie et al. (2017) ICA, wavelet decomposition Wavelet transform doesn’t make
the stains independent

Macenko et al. (2009) and McCann et al. (2014a) both of them have employed same

kind of stain separation method which is based on the fact that color of each pixel in
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histopathology image is nothing but a linear combination of two stain vectors. The

weightage of those stain vectors must be non-negative. Thus, the weightage always lies

between those two stain vectors (i.e. between only Eosin and only Hematoxylin). Both

of the methods tried to find a wedge of those weightage values instead of searching

peaks (McCann et al. (2014a)). However, this kind of method can’t always estimate

the right stain vectors if strong staining variation is present in histopathology slide,

according to Bejnordi et al. (2015).

In Complete Color Normalization (CCN) method, Li and Plataniotis (2015) have

employed both illuminance normalization and spectral normalization. Spectral normal-

ization method comprises of two parts I) NMF based spectral estimation, II) Spectral

matching. Before applying NMF, a novel Saturation Weighted (SW) statistics method

has been employed which smooth out Hue histograms and converted the image to a

highly saturated image. This implies that color appearance matrix is converging into

a diagonal matrix. Thus, it can reduce the solution space of NMF into a unique solu-

tion. However, according to our understating this SW statistics method is not a natural

method, since it forcefully converting the image into a saturated image. Thus, unde-

sirable color artifacts may present by their method. Furthermore, a unique spectral

matching method is employed such that it preserves the entire stain depth matrix. How-

ever, this method could not preserve all the color variation of source image, since the

color appearance matrix is entirely changed into a diagonal matrix, according to our

visualization.

Structure Preserving Color Normalization (SPCN) method is recently proposed by

Vahadane et al. (2016). First sparseness has been incorporated into the optimization

equation of NMF, in order to reduce its solution space. Furthermore, a joint non-convex

optimization problem is solved by incorporating block co-ordinate descent algorithm

which is readily available in Sparse Modelling Software (SPAMS). However, compu-

tation complexity of Sparse NMF (SNMF) has considerably increased. Moreover, a

structure preserving color normalization method has been employed in order to preserve

the structure of the source image. According to our visualization, this structure only as-
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sociates with the luminance intensity information of histopathology images, since only

stain depth matrix is preserved by this method. Thus, color information is not exactly

preserved by SPCN method, similar examples are shown in chapter 3.

Janowczyk et al. (2017) proposed a novel color normalization method based on

neural network. First similar types of tissues (example stromal tissue, nuclei, lympho-

cytes etc) of both source image and target image are partitioned using an unsupervised

deep learning method, called sparse auto-encoder. Thereafter, an iterative learning fil-

ters are produced in this method which can optimally reconstruct the original image.

Furthermore, color is transferred tissue per tissue from target image to source image,

by conventional HS (Histogram Specification) method. This method is more accurate

than global color normalization method, since unlike global method it does not transfer

the same color to all of the pixels in image. However, computation complexity of this

method is significantly greater than that of any other global color normalization method.

Moreover, due to employing conventional HS method (Gonzalez et al. (2004)) for every

local region, this method sometimes may bring artifacts in the processed image, which

is undesirable. A review of color normalization methods are presented in Table 2.1.

2.2 Literature Survey of Nuclei Segmentation of H and

E stained histopathology images

The meaning of segmentation is nothing but partitioning the image into more meaning-

ful regions which have similar features. Typically, the image segmentation differs in

two different ways, (a) Edge based segmentation and (b) Region based segmentation.

Some of the popular region-based methods are region growing (Adams and Bischof

(1994)), Otsu’s thresholding (Otsu (1979)), Watershed transformation ((Vincent and

Soille (1991)), Graph Cut method (Shi and Malik (2000)), Active Contour model (Kass

et al. (1988)) etc. Some of the popular edge-based methods which scientists explored

are Sobel Operator (Gonzalez et al. (2004)), Laplacian of Gaussian (LoG) filter , Multi-

scale LoG by Al-Kofahi et al. (2009), generalized LoG by Kong et al. (2013), Canny
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edge detection by Canny (1986) etc. Still now region-based method outperforms the

edge-based method, because any edge detection technique failed to capture boundary

of only foreground information. Rather it computes all of the strong gradients which is

present inside an image and consequently the segmented image is noticeably affected

by noise. On the other hand, the idea behind any region-based method is to find a

region, which is homogeneous with respect to some criteria or features. The features

can be intensity, color, gradient, texture etc. Thus, region-based method can separate

the different regions in an image more efficiently than edge-based methods. However,

some of the region-based methods (e.g. Region growing, Active Contour (Kass et al.

(1988))) consume high computational complexity. Automatic segmentation of nuclei in

H and E stained histopathology images is one of the most studied topics in recent trends.

Two types of nuclei are mostly segmented in H and E stained histopathology images.

One is Lymphocyte nuclei and the other one is Epithelial nuclei (Irshad et al. (2013)).

Lymphocyte nuclei have regular shape (mostly elliptical) and smaller size than epithe-

lial nuclei. It also has darker (blue) color and smooth boundary. A higher-grade cancer

epithelial nucleus will be bigger in size than lymphocyte and may have non-uniform

chromatin distribution and irregular boundaries which is known as Nuclear Pleomor-

phism. In other words, the texture will be very much higher in the boundary of Nuclear

Pleomorphism, which is very much difficult to segment. Automatic segmentation of

nuclei in histopathology images have several challenges, some of them are discussed

below:

1. A higher-grade cancerous (epithelial) nucleus may have highly textured boundary

(Irshad et al. (2013)). Those highly textured or irregular shaped boundary of nucleus is

the significant feature of malignant tumour, which is very difficult to segment.

2. A higher-grade cancerous cell may have significant variability of nuclei shapes

and sizes, according to our pathologists’ group (in KMC MAHE, Manipal, India). Thus,

it is a difficult problem to fix the features of nuclei, since it has no particular size and

shape in histopathology images. Moreover, in some of the liver cancer H and E stained

histopathology images, we found various tissues (e.g. Red Blood Cell) are having sim-

ilar size and shapes with the same of nuclei, which makes the nuclei detection problem

22



further challenging.

3. Furthermore, if the histopathology slides are sectioned into thick slides (Mc-

Cann et al. (2014b)), instead of perfectly equal thin slides, it may result overlapping

nuclei citeal2009improved, which makes the nuclei segmentation problem very much

complicated.

Nuclei segmentation is very much important task prior to classification, since it

makes the mammoth task of classification computationally very efficient. The intra-

variability among pixels after segmentation has been reduced considerably. Thus, the

hypothesis space to find the optimal decision boundary in classification task, has been

substantially reduced. Most of the segmentation techniques of H and E stained histopathol-

ogy images consists of two steps A) Nuclei seed detection, B) Nuclei segmentation and

boundary extraction. A review of nuclei segmentation can be found in table 2.2 and 2.3.

A brief explanation is given in the following sub-section.

2.2.1 Nuclei Seed Detection

Nuclei seed detection is the first step of nuclei segmentation which is very much essen-

tial step prior to final nuclei segmentation. Generally, one seed point per nuclei is to be

extracted and that point must be very much closer to nucleus center. Accuracy of nuclei

segmentation in H and E stained histopathology images is heavily dependent on the ac-

curacy of nuclei seed detection. Several researchers found difficulties to extract nuclei

position because of its variability of size, shape, color and irregular boundary. Parvin

et al. (2007) proposed a novel iterative voting method which is suitable for detecting the

center of nuclei in a cancerous cell. First, they computed weights by Gaussian Kernel

for each pixel in image and update the voting direction for a pixel towards the nearest

pixel, having high gradient value. After an iterative method all the pixels, getting larger

votes than a threshold value is detected as nuclei seeds. However, this method is too

much time-consuming. In order to reduce the computation complexity, Qi et al. (2011)

has proposed a Single Path Voting (SPV) method (rather than multi-path) in order to

detect the nuclei seed position. Thereafter, Mean Shift Clustering (MSC) algorithm has
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been incorporated to reduce redundant seed detections in a single nucleus and they are

merged together to a single seed. Xu et al (Xu et al. (2014)) has further improved this

voting method by aggregating the voting only along the nuclei boundary, thus it further

reduces the computation complexity of voting method considerably.

Al-Kofahi et al. (2009) proposed a multi-scale LoG filter for nuclei segmentation

of H and E stained histopathology images, in which they first computed the responses

of LoG filters at certain set of scales [σmin, . . . ., σmax]. Subsequently, they employed

Euclidian distance map in order to constrain maximum scale value while computing

convolution of LoG with main image. And eventually they obtain a topographical sur-

face R (x, z) whose maxima points indicate the nuclei centroids. The computational

cost of this algorithm is very much higher and its performance is too much dependent

on parameters like σmin, σmax and a resolution parameter r. Indeed, this method is not

purely automatic, since we need to modify the value of those parameters for different

dataset, thus, it is not suitable for automatic nuclei segmentation. Kong et al. (Kong

et al. (2013)) proposed a generalized LoG (gLoG) filters which were specially designed

to detect edges of different size and shape of nuclei. This algorithm generates a set

of gLoG kernels, i.e. LoGi(x, z; σ) [where i = 1, 2, .., n] having various scales and

directions. Subsequently, convolution between directional gLoG and image has been

performed by summing up all the response map. Advantage of this method is that com-

putation complexity of convolution operation has been considerably reduced because of

associative property of kernels (Xu et al. (2016)). Recently, (Xu et al. (2016)) proposed

a nuclei segmentation method which employed similar gLoG filters for edge detection

of nuclei. Furthermore, they employed Otsu’s thresholding (Otsu (1979)) to convert the

image into binary image which is followed by watershed transform.

2.2.2 Nuclei Segmentation and boundary extraction

All of these aforementioned methods are for nuclei seed detection. However, the fi-

nal segmented image can be generated by employing some kind of hole filling algo-

rithm like watershed, active contour etc. Watershed transformation (Vincent and Soille
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(1991)) is a region-based segmentation, which is suitable to fill a number of holes in an

image. The basic idea of Watershed came from a topographical surface. Suppose we

have two basins of different sizes. First, the minima points of those basins are identi-

fied, thereafter those basins are flooded until it reaches to a critical point. At that critical

point, watershed or some kind of divide lines (like dam in topographical surface) must

be formed in order to separate those two regions. Several researchers (Cheng et al.

(2008), Jung and Kim (2010)) employed watershed transform in order to fill the holes

(of nuclei) and also to separate overlapped nuclei in H and E stained histopathology im-

ages. However, watershed transformation may lead to over-segmentation, if the initial

nuclei seeds are not properly detected. J. Cheng et al (Cheng et al. (2008)) employed

H minima transform in order to detect minima points (marker)efficiently and further

they employed a marker-based watershed transform for final segmentation. However,

the value of h is not optimized in their algorithm. Therefore, C. Jung et al. (Jung and

Kim (2010)) proposed another marker-based watershed algorithm in which the value

of h is optimized in the H-minima transform. H. A. Phauladi et al. (Phoulady et al.

(2016)) proposed a multi-thresholding segmentation technique, which is followed by

a series of morphological operations to clear the unwanted tissues or noise in H and

E stained histopathology images. Recently, F. Yi et al. (Yi et al. (2017)) proposed an

automatic nuclei segmentation method for liver cancer histopathology images in which

first they separate Hematoxylin only stain channel from Eosin by a color deconvolu-

tion method and further they incorporated a morphological operator prior to OTSU’s

thresholding which is followed by a distance transform to find the initial markers of

a marker controlled watershed transform. A gradient-weighted distance transform is

further employed in order to refine cluttered nuclei and undesired tissues from the seg-

mented image.

Active Contour Model (ACM) (Kass et al. (1988)) is another popular region-based

segmentation algorithm in which a snake type spline or active contour grows towards

the object (nuclei) boundary and it minimizes the energy of active contour with the

constraint that the extracted boundary of nuclei must be smooth. However, this method

has the certain limitations. I) Snake can not segment multiple objects (or, nuclei) in an
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image once at a time. II) Because of its complex energy function its computational cost

is much higher. III) It is not exactly an automatic method, since initially we have to

draw the contour manually. S. Ali and A. Madabhushi (Ali and Madabhushi (2012))

combined Active Contour with Active Shape Modelling (ASM) via level set method

(Malladi et al. (1995)), in order to preserve the perfect boundaries of nuclei in H and

E stained histopathology images. All of these ACM related methods have large com-

putation complexity, since the number of nuclei per images are considerably higher in

H and E stained histopathology images. P. Huang et al. (Huang and Lai (2010)) em-

ployed marker-based watershed transform in order to obtain initial contours of nuclei.

Thereafter, they incorporated conventional ACM method to segment different shapes of

nuclei in liver cancer histopathology images. Plissiti et al (Plissiti and Nikou (2012))

has proposed an efficient Active Shape Model (ASM) (Malladi et al. (1995)) with a

physical model which is used as a training set and can extract prior information of

shape and contour of nuclei. Although this algorithm has done pretty much good job to

separate heavily overlapped nuclei, it is having too much computation complexity.

Recently M. Zhao et al. (Zhao et al. (2021)) employed a novel Selective Edge

Enhancement based Nuclei Segmentation (SEENS) Method for nuclei segmentation of

Pap Smear Images. Similar method can also be employed for nuclei segmentation of H

and E stained histopathology images. First, Region of Interests (ROIs) are extracted by

selective search which is followed by two screening methods based on neighbor pixels

information in a graph based segmentation. These screening steps are incorporated

based on single object search and in order to reduce non-nuclei regions so that they can

achieve higher accuracy of nuclei detection. Thereafter, Canny edge detection (Canny

(1986)) and mathematical morphology are combinedly employed in order to extract

the edge information of nuclei. Finally, the extracted edge of ROIs are grouped based

on contrast. Lower contrast edge groups are edge enhanced and then segmented by

Chan Vese (CV) model (Getreuer (2012)), whereas the higher contrast edge groups

are directly segmented by CV model. Although this method has considerably improve

the accuracy of nuclei detection for Pap Smear images, the computation complexity of

their method is significantly higher than any other image processing based segmentation
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methods.

Automatic nuclei segmentation is very much essential task for classifying cancer-

ous cell, since it reduces intra-variability of some features (e.g. intensity, color, texture

etc.) among pixels and consequently eliminates computation complexity in classifica-

tion task significantly. However, any error in this segmentation method is not acceptable

since it may lead to misclassification of cancer cells. In most of the aforementioned

algorithms, there is a trade-off between segmentation accuracy and computation com-

plexity. With higher computation, extraction of high-level textural boundary can be

achieved or highly overlapped nuclei can be separated. On the other hand, with less

computation there will be always difficulties to segment heterogeneous chromatin dis-

tribution of nuclei and separate clustered nuclei, since in histopathology images pixel

intensity variation is comparatively higher than that of natural images, mentioned in

chapter 1, section 1.5.

2.2.3 Supervised Nuclei Segmentation

All aforementioned segmentation methods, mentioned in previous subsection 2.2.1 and

2.2.2, are unsupervised methods which are simple image processing techniques. This

reveals that in order to perform those methods we don’t require ground truth of seg-

mented image. Recently, several researchers attempted supervised methods in order

to solve nuclei segmentation problem, since still now no unsupervised method has

achieved higher accuracy of nuclei detection. Neeraj Kumar et al. Kumar et al. (2017)

employed Convolutional Neural Network (CNN) to extract the boundary pixels of nu-

clei in H and E stained histopathology images, which is followed by a region growing

method in order to fill the hole inside a nucleus. M.E. Plissiti et al. Plissiti and Nikou

(2012) presented a method of separating overlapped nuclei by incorporating a novel

supervised learning model which extracts local features of nuclei boundary by Active

Shape Modeling (ASM) Malladi et al. (1995). In other words, they combined ASM

with a supervised model and in training phase they learn the parameters of the model in

vibration mode, where vibration is compared with the shape of the nuclei. Y. Song et al.
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Table 2.2: Review of various nuclei segmentation methods for H and E stained
histopathology images

Reference Methods Limitations
Parvin et al. (2007) An iterative voting method to higher computation

extract the nuclei seeds, complexity
updating the voting direction for
a pixel towards the nearest pixel

having high gradient value.
Dalle et al. (2009) morphology operator dilation, In distance transform, a

followed by erosion, distance threshold value is chosen
transform manually, it’s not a robust

method.
Cheng et al. (2008) Marker-based Watershed This algorithm is heavily

algorithm, markers are extracted dependent on parameter h
by an adaptive H-minima which is not optimized.

transform.
Jung and Kim (2010) Marker based Watershed This algorithm assumes that

transform, modification of H all nuclei shape is elliptical
transform in which h is which is not always true,

chosen optimally. It can’t separate heavily
overlapped nuclei.

Al-Kofahi et al. (2009) Graph-cut binarization, performance is dependent on
multiscale LOG filter to find some parameters, thus, not

the nuclei seeds, final segmen- a robust method.
tation done by graph-cut α

expansion.
Kong et al. (2013) A multi-scale edge detection this is sensitive to noise,

is done by taking convolution It is heavily dependent on
between directional LoG kernels some parameters

and image, also known as
generalized LoG

Xu et al. (2016) adaptive threshold technique, sensitive to some parameters
elliptical descriptor, nuclei detected of segmentation, doesn’t work
by a Single Path voting algorithm, well in case of high level tex-
Marker based watershed transform. ture of nuclei.

Song et al. (2015) Multiscale deep learning method computation complexity
to find features, Super pixels are is high

incorporated in graph partitioning
method, unsupervised clustering
method to separate overlapped

nuclei
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Table 2.3: Review of various nuclei segmentation methods for H and E stained
histopathology images

Reference Methods Limitations
Xing and Yang (2016) Top-bottom hat transformation, Not suitable for highly textured

wavelet decomposition, Multi-scale nuclei, not suitable for
region growing segmentation, highly overlapped nuclei.

adaptive morphology along with
voting mechanism

Phoulady et al. (2016) Multi-thresholding technique to multi-thresholding technique is
segment nuclei tissues, a series of dependent on a thresholding
morphology operations in order to parameter, morphology opera-

to refine the nuclei structure. tion is not adaptive, thus,
it can remove significant nuclei

boundary information.
Xu et al. (2016) Employed gLoG, followed by Otsu’s gLoG is highly sensitive

threshold, redundant seeds are to noise, can’t preserve
merged by Mean Shift algorithm high level texture of nuclei.

Kumar et al. (2017) CNN is employed to detect Computational complexity of
nuclei edges, a threshold value method is very much higher,

is set to detect nuclei seed, nuclei detection accuracy is not
a region growing algorithm to very closed to 1.

fill hole inside a nucleus.
Yi et al. (2017) morphological operator followed by didn’t preserve exact nuclei

Otsu’s thresholding, a distance boundary structure, very poor
transform to find the markers, Dice Similar Co-efficient.
a marker-controlled watershed

transform, finally a gradient
weighted distance transform

to refine the image
Naylor et al. (2018) Identify nuclei segmentation They employed ITK software

problem as a regression task to generate ground truth.
of a Euclidian distance map However, it’s not purely auto-

a fully Convolutional Network matic and dependent on hu
is incorporated in order to man error.

separate the overlapping nuclei.
Raza et al. (2019) incorporates additional layer computation comlexity

in down samling path of is higher
Unet in order to make

this algo robust with noise

Song et al. (2015) employed a multiscale deep learning method in order to extract in-

variant features of nuclei. Thereafter, similar pixels are clustered (K-Means) into super
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pixels and those super pixels are incorporated in a graph partitioning method in order

to refine the coarse segmentation. Furthermore, an unsupervised clustering method has

been adopted to separate overlapping nuclei, marker of the cluster is extracted via a

distance transform.

Although Convolutional Neural Network (CNN) works efficiently for images, it

doesn’t work for very small dataset, because there may be problem of overfitting if

number of training images are very less. O. Ronneberger et al. Ronneberger et al.

(2015) first time came up with a unique solution, that is, Unet CNN, in which data

augmentation is done by horizontal flip, vertical flip and random rotation. Moreoevr,

due to employing sliding window mechanism by local patches, more number samples

are produced than total number of training images. S.A. Raza et al. Raza et al. (2019)

observed that Unet can’t distinguish between nuclei and other tissues, if there are little

intensity difference between cytoplasm and nuclei. Thus, they come up with a unique

Micronet CNN, which incorporates an additional layer in the down sampling path, in

order to preserve the weak features of nuclei which may be missed during max pooling

operation. This further enables the CNN model to extract nuclei features at multiple

resolution and consequently, this model becomes less sensitive to noise. P. Neylor et al.

Naylor et al. (2018) identified the nuclei segmentation problem as a regression task of

a Euclidian distance map and they incorporated Fully Convolutional Network (FCN),

(inspired from Unet Ronneberger et al. (2015)), in order to extract nuclei with higher

accuracy and less computation complexity. This method is also known as DIST, which

separates the overlapping nuclei efficiently. A HoverNet deep neural model is proposed

by S. Graham et al. Graham et al. (2019). They incorporated the notion of prediction on

horizontal and vertical distances of every nuclear pixel from their centre of mass. This

novel method has enabled them to separate clustered nuclei efficiently.
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CHAPTER 3

Color Normalization of H and E Stained histopathology

images

3.1 Introduction

Any Color Normalization method has three purposes, to the best of our knowledge.

(I). To reduce inter-color variability among a set of input images.

(II). To improve contrast of faded histopathology images.

(III). During color normalization, no data should be lost.

A review of color normalization and stain separation has already been introduced in

chapter 2. A depth explanation of hypothesis of color normalization is presented below.

Any image can be decomposed by its global mean and intensity variation with respect

to global mean, given in equation (3.1), where µg represents global mean and I(x, y)

indicates the intensity of a pixel at position (x,y).

I(x, y) = µg[I(x, y)] + (I(x, y)− µg(I(x, y))) (3.1)

The first term in equation (3.1), is just a constant value which indicates the surrounding

intensity of the image. This is significant to mention that intensity of image means

intensity of its brightness as well as it can be its color intensity. The second term (I −
µg(I)) in equation (3.1) is very much significant as it contains all the intensity variations

of the image with respect to surrounding intensity. According to our understanding,

this second term contains all the significant information of an image, which must be

preserved after color normalization.



3.1.1 Hypotheses of Color Normalization

Any color normalization method must satisfy the following three hypotheses. Every

hypothesis is explained below with proper justification. This is the first attempt to

formulate such a mathematical hypothesis in order to evaluate the performance of any

color normalization method for histopathology images.

1. Color normalization method must preserve all the information of the source im-

age, according to our pathologists’ group. This information preservation can be mea-

sured by estimating correlation co-efficient between source image and processed image.

The correlation co-efficient between two random variables measures the degree of their

linear correlation (Wang and Bovik (2002)). Mathematically, this is the ratio of covari-

ance between two random variables (X and Y) to the product of their individual standard

deviation which is given in equation (3.2). The first hypothesis of color normalization

method is given in equation (3.2).

ρXY =
σXY

σXσY

� 1 (3.2)

If correlation coefficient between source image (X) and processed image (Y) is exactly

equal to 1, this implies that X and Y are perfectly linearly correlated. That implies,

Y = cX (3.3)

where c is a real constant. Then mathematically, the probability density function (pdf)

fY (Y ) of the processed image Y, can be expressed in terms of pdf fX(X) of the source

image X, by the statistical formula (Papoulis and Pillai (2002)), given by equation (3.4).

Here X and Y are considered as random variable.

fY (Y ) =
n�

i=1

fX(Xi)|
dXi

dY
| (3.4)

where n is the number of roots of equation (3.3). By applying this statistical formula

(3.4), into the equation (3.3), we get the following equation (3.5).

32



fY (Y ) =
1

c
fX(X) (3.5)

Equation (3.5) reveals that the shape of the normalized histogram (pdf) of source

image will remain unchanged in the processed image, since only the magnitude of pdf

is scaled by a real constant c. Hence, the correlation coefficient equals to 1, implies that

all the intensity variation of source image is exactly preserved in the processed image,

which is very much desirable for any color normalization method. Wang and Bovik

(2002) described this correlation co-efficient as a measurement of structural similarity

between two grey scale images. This parameter has also been preferred as Pearson

Correlation Co-efficient (PCC).

However, some of the researchers had employed discrete entropy for measuring in-

formation preservation (Celik and Tjahjadi (2011)). According to our visualization,

the value of discrete entropy is just a measurement of total average information in the

image. It doesn’t say whether that information is relevant or irrelevant. Thus, when

someone want to extract additional information from the original image (e.g. satellite

images), discrete entropy will be a kind of relevant measurement. However, in case of

histopathology images, our goal is not to extract enough information, rather we want to

preserve all the information of source images during the color normalization process.

Hence, for the histopathology images, we believe that correlation coefficient is more

realistic metric than discrete entropy for evaluating the preservation of source informa-

tion.

2. The second hypothesis of color normalization method is that in any color nor-

malization method, global mean color (background color) of processed image should be

equal to global mean color of target image. In other words, in color space (αβ space),

µtarget ≈ µproc (3.6)

where µtarget is the mean color of target image, µproc is the mean color of processed

image.
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There are two ways of transferring color from target image to source image. First

way is to transfer the entire color, which is composed of background color and all the

color variations with respect to mean color value, given in equation (3.1). If someone

transfers the entire color from target image to source image, then all the color inten-

sity variation associated with the target image will also be copied to the source image.

Therefore, it will produce color artifact in the processed image shown in Figure 3.1 and

all the color variation of source image will not be preserved by this method.

The second way, is to transfer only the background color from target image to source

image, while all the source color variation with respect to mean, in equation (3.1), will

remain same. Thus, transferring the color by this method, can actually preserve all

the source color variation in the processed image and simultaneously it can reduce the

inter-variability of background color among the source images. Therefore, we are con-

sidering this second way of transferring background color from target image to source

image. Reinhard method and our proposed method are similar kind of color normaliza-

tion method.

Figure 3.1: a.source image, b.target image, c.processed image

3. Contrast of the source image must be maintained in the processed image, since

some of the color normalization methods may eventually reduce the contrast in the

processed image [e.g. Reinhard method, SCD method]. This implies that contrast of

the processed image (Cproc) should be always greater than the contrast of source image

(Csource). The third hypothesis of color normalization is given by the equation (3.7).

Cproc ≥ CSource (3.7)

However, the contrast enhancement of the source image should not be unbounded.

34



In other words, there should not be excess or over contrast enhancement, since the

histopathology images are already having good contrast, according to our observation.

Moreover, due to excess contrast enhancement, nuclei color might be very much darker

than the conventional nuclei color (blue) which can be interpreted as a malignant tumor,

according to our pathologists’ group (in KMC, Mangalore). Thus, it can misclassify the

cancer cells in histopathology images. Unfortunately, we didn’t find any limit or maxi-

mum contrast enhancement value theoretically. That is why, we employed a fuzzy logic

technique in our proposed method, in order to control the contrast enhancement.

3.1.2 Conventional Reinhard Algorithm

In this section, we briefly introduced the pseudo code of conventional Reinhard algo-

rithm (Reinhard et al. (2001)) which is followed by its limitations.

Pseudo Code of Reinhard Method:

Step1: Convert both of the source image X and target image Y from RGB space to

lαβ space (Ruderman et al. (1998)).

Step2: Do the following transformation in lαβ space.

l2 = µg(l1) + (l − µg(l)) ∗ (σg(l1)/σg(l)) (3.8)

a2 = µg(a1) + (a− µg(a)) ∗ (σg(a1)/σg(a)) (3.9)

b2 = µg(b1) + (b− µg(b)) ∗ (σg(b1)/σg(b)) (3.10)

Where l2,a2,b2 are intensity variables of processed image in lαβ space, l1,a1,b1 are in-

tensity variables of target image in lαβ space and l,a,b are intensity variables of source

image, µg indicates global mean of the image and σg represents global standard devia-

tion of the image.

Step3: Convert back the processed image Z from lαβ space to RGB space.

Reinhard algorithm is a global color normalization method in which all the source
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intensity variation has been preserved in the processed image, since correlation co-

efficient between source and processed image are found to be very much closed to 1.

Moreover, the mean intensity of source image is replaced with the mean intensity of

target image in all three channels, observed in equations (3.8-3.10). That is why, after

this color transformation, global mean color (background color) of processed image is

found to be very much closed to the same of target image. Thus, first two hypotheses

of color normalization method are satisfied by Reinhard method. However, Reinhard

method has certain limitations which are as follows.

1. The background luminance of source image is not preserved in the processed

image, which can be observed from the equation (3.8).

2. When the source image has greater contrast than that of target image, then also

it transfers the contrast statistics from target to source image, which may lead to lesser

contrast of processed image than that of source image. Therefore, it doesn’t satisfy the

third hypothesis of color normalization.

3. Due to transferring the mean color globally from target image to source image, it

transfers the same mean color to all the pixels in the image. Thus, a large homogeneous

portion, associated with white luminance in the source image, can be affected by a fade

color by this method. This kind of color variation is not desirable according to Khan

et al. (2014) and Vahadane et al. (2016).

3.2 Proposed Color Normalization Method

In this section, Fuzzy based Modified Reinhard (FMR) method is proposed for color

normalization of H and E stained histopathology images which overcome all the limi-

tations of Reinhard method. The detailed pseudo code of FMR method is given in this

section which is followed by its physical interpretation and statistical analysis.

This is important to clarify that we have employed fuzzy logic just to control the

contrast enhancement in l space and to control the color co-efficients in αβ space, in
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order to reduce color variation. Fuzzy function is generally a mapping from a crisp

set to a vague set, which makes the transformation function smoother and continuous.

However, we are not interested to go back from fuzzy space to real numbers space, thus

de-fuzzification is not required.

3.2.1 Fuzzy Membership Function

The fuzzy membership function which we are going to employ in our proposed method,

can be generalized by one single function which is given in equation (3.11).

q = ϕ1 − (ϕ1 − ϕ2)/(1 + exp[(p− t)/γ]) (3.11)

where q is a kind of sigmoid function whose value always lies between ϕ1 and

ϕ2, ϕ1 is the maximum value of the fuzzy function, ϕ2 is the minimum value of the

fuzzy function, p is a parameter defined in equation (3.12), t is the crossover point or

threshold value which determines the symmetricity of the function, γ is a parameter

which controls the fuzziness (smoothness) of the function. Very small value of γ means

the function will become very much crispy or discrete. Greater the value of γ means

the function will become smoother than the previous.

Figure 3.2: Fuzzy function q with a.γ = 0.5, b.γ = 0.1, c.γ = 0.05

The value of the parameter γ must lie between 0 to 1, When γ = 1, the fuzzy

function will be tending to a straight line. In the graph in Figure 3.2, it is shown that

how fuzzy function q, mentioned in equation (3.11), changes with the value of γ. Those

graphs are implemented in MATLAB 2015a.
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3.2.2 Estimating No of Pixels Associated with White Luminance

Portion

First, the number of pixels associated with homogeneous white luminance portions are

estimated locally, since the fade color effect (mentioned in the previous subsection)

is directly correlated with this number of pixels. This algorithm is implemented in

MATLAB 2015a, pseudo code is given in the following Algorithm 1.

Algorithm 1 Algorithm to estimate no of pixels associated with white luminance por-
tions
1. h1=0
2. z=0
3. for x=0:w1:length(x)-w1
4. x=x+1
5. for y=0:w2:length(y)-w2
6. y=y+1
7. k1=0
8. for i=0:1:(w1-1)
9. k1=k1+1
10. k2=0
11. for j=0:1:(w2-1)
12. k2=k2+1
13. k = l(x+ i, y + j)
14. if (k > 0.9 ∗ lmax)and (lmax >= 240)
15. h1=h1+1
16. end
17. z=z+1
18. A(z) = l(x+ i, y + j)
19. end
20. end
21. if (std(A) > 0.5 ∗ sqrt(mean(var(l))))
22. h1=h1-1
23. end
24. end
25. end

h1 is the total number of pixels associated with homogeneous white luminance por-

tion, the value of h1 is normalized to h such that for any dataset, h will have same

range of values (i.e. 0-100). The normalized factor of h1 (i.e. k1 × k2) is the window

size which is same as w1 × w2. This is important to specify that we are looking for
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large (at least 35 x 39 patch) homogeneous region with only having white luminance

in the source image and we have estimated the total number of pixels inside such re-

gions. If intensity value of a single pixel in the source image is greater than 0.9 ∗ lmax

and lmax > 240 then only we increase the count of such pixels. [lmax is the maximum

intensity in l space]. But according to our understanding, that is only the count of pix-

els, having luminance value closed to its maximum value. Therefore, such pixels are

associated with only white luminance.

3.2.3 Proposed Fuzzy Based Modified Reinhard Method

The proposed FMR method is presented in this subsection in the form of mathematical

equations. Those equations will be useful to prove hypotheses. Furthermore, a flow

chart of FMR method is presented in the Figure 3.3.

Step 1: Convert both of the source image X and target image Y from RGB space to

lαβ space (Ruderman et al. (1998)).

Step 2: Calculate the parameter p for every source image, which is defined in equa-

tion (3.12).

p =
σg(l1)− σg(l)

σg(l1)
(3.12)

Step 3: Define the fuzzy function s in l space: If (p > 0), then execute equation

(3.13), otherwise execute equation (3.14). All the parameters of fuzzy function s in

equation (3.13) are chosen empirically.

s = 0.4− 0.35/(1 + exp[(p− 0.4)/(0.1)]) (3.13)

s = 0.05 (3.14)

Step 4: Do the following transformation in l space. All the parameters l, l2, µg were

already mentioned before in previous section.

l2 = µg(l) + (l − µg(l)) ∗ (1 + s) (3.15)
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Step 5: Define the fuzzy function in color space: Store the value of h which was pre-

viously estimated in subsection 3.3.2. If (h � 20), then execute equation (3.16), other-

wise q = 0.

All the parameters of fuzzy function q in equation (3.16) are chosen empirically.

q = 0.3− 0.25/(1 + exp[(h ∗ 0.005− 0.1)/(0.1)]) (3.16)

Step 6: Do the following transformations in αβ space: All the parameters a, a1, a2,

b, b1, b2 and µg were already mentioned before in previous sub-section, If (u > 0) and

(v > 0), then execute equations (3.19) and (3.20), otherwise execute equations (3.21)

and (3.22) in α space and β space respectively.

u = µg(a1)− µg(a) (3.17)

v = µg(b1)− µg(b) (3.18)

a2 = µg(a1) ∗ (1− q) + (a− µg(a)) (3.19)

b2 = µg(b1) ∗ (1− q) + (b− µg(b)) (3.20)

a2 = µg(a1) + (a− µg(a)) (3.21)

b2 = µg(b1) + (b− µg(b)) (3.22)

Step 7: Convert l2,a2 and b2 from lαβ space (Ruderman et al. (1998)) to RGB space

to get the final processed image Z.
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3.2.4 Physical Interpretation of Proposed Color Normalization

Method

In proposed FMR method, all the image transformations are performed in lαβ space

Ruderman et al. (1998), like Reinhard method (Reinhard et al. (2001)). First a parameter

p is defined in equation (3.12), which is directly proportional to contrast difference

between a target image and source image (Here global standard deviation of image is

considered to be similar to contrast of that image according to Wang et al. (2004)).

The value of p lies between (−c) to 1, observed from the equation (3.12), where c is a

real constant. Higher value of p indicates that the source image has very poor contrast

compared to target image. Subsequently, a fuzzy function s is employed in space, which

is proportional to p, given in equation (3.13). More or less the function s is equivalent

to function p which is just a measurement of how much contrast should be enhanced

in the processed image. This statement is further mathematically proved in the next

subsection. The maximum value of fuzzy function s is chosen 0.4 empirically. For

example, if p has a higher value 0.8, then also the value of s will not exceed 0.4, thus

excess contrast enhancement can be controlled in the processed image by employing

fuzzy function s. If p is negative (i.e. the contrast of source image is already greater

than the contrast of target image), then contrast enhancement of source image is not

so necessary. At that case, our proposed method enhances the contrast a very little

bit (minimum value of s is 0.05 or 5 percent) which ensures that the contrast of the

processed image is always greater than that of source image, because the value of s

is always positive. Therefore, proposed FMR method satisfies the third hypothesis of

color normalization which was not true for Reinhard method.

The other parameters of s are chosen empirically. According to our visualization,

the fuzzy function s is just a mapping from a set of real numbers [-c,1] to a set of positive

real numbers i.e. [0.05,0.4]. The graph of p vs s is shown in Figure 3.2, for different

values of γ. According to our observation, for a particular range [0.05-0.5] of values of

γ, this mapping will be non-linear. We choose the value of γ = 0.1, because we prefer

non-linear mapping from p to s, since it is highly correlated with human visualization.
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This is to clarify that the third hypothesis of color normalization is only dependent on

single parameter s, which is fixed for all dataset and it is always positive. The other two

hypotheses are not dependent on s.

One of the limitations of Reinhard method was that it does not preserve the back-

ground luminance of source images. To overcome this limitation, in proposed FMR

method, the background luminance of processed image is exactly replaced by the back-

ground luminance of source image, given in equation (3.15). Therefore, background

luminance of source images is exactly preserved by proposed FMR method. This is

further mathematically proved in the next subsection.

Moreover, the Reinhard method has the limitation of fade color effect which was

already explained in the previous subsection. This fade color effect is directly correlated

with the value of h, which was estimated in the previous subsection. A fuzzy function q

is employed in equation (3.16), which is proportional to the value of h. The fade color

effect happens only if the global mean color differences in αβ space, i.e. u and v (given

in equations 3.17-3.18) both are positive and the value of q is higher, according to our

observation. At that case, we are transferring less mean color [i.e. (1 − q) times the

target mean color], given in the equations (3.19-3.20), such that fade color effect will be

less. The maximum value of q is chosen 0.3 empirically given in equation (3.16), this

implies that minimum 70 percent of mean color we always transfer from target image

to source image. The threshold value for h is chosen 20 empirically. If h < 20, that

means homogeneous white luminance portion is less in the image and consequently,

q = 0. Therefore, at that case, we transfer the total mean color of the target image to

the processed image, given in equations (3.21-3.22).

This is significant to clarify that this fade color effect, is depending on various pa-

rameters (like threshold values, window size) mentioned in our algorithm. However,

our aim was never to remove this fade color effect completely from the processed im-

age. White luminance homogeneous portions present in the source image, can never be

perfectly preserved by proposed method, since we are globally transferring the mean

color to all the pixels in the processed image. However, we just attempted to reduce
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the fade color effect at a certain level, in order to increase the inter-color variability

among several tissues present in histopathology images and consequently, at the next

step of segmentation of those several tissues can be easily done. This is also to clar-

ify that those white luminance homogeneous portions are mostly comprised of fat or

lipid. Therefore, they have no important information regarding cancer cells and should

be eliminated after segmentation. Thus, if those portions are slightly affected by a fade

color in our proposed method, this won’t have any consequences in the final result of

cancer classification.

3.2.5 Statistical Analysis of Proposed FMR Method

A statistical analysis of proposed FMR method is presented in this subsection.

From the theory of statistics (Papoulis and Pillai (2002)), we know that

σ2(cX + d) = c2σ2(X) (3.23)

where X is a random variable, σ2(X) is the variance of X, c and d are real constants.

By taking global variance both side in equation (3.15) and by employing the statis-

tical formula given in equation (3.23), we get

σ2
g(l2) = σ2

g(l) ∗ (1 + s)2 (3.24)

or,

σg(l2) = σg(l) ∗ (1 + s) (3.25)

By taking the global mean both side in equation (3.15), we get

µg(l2) = µg(µg(l)) + (µg(l)− µg(µg(l))) ∗ (1 + s) (3.26)

or,

µg(l2) = µg(l) (3.27)
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From the equation (3.27), we can say that global mean intensity or background lu-

minance of processed image is exactly same as the background luminance of source

image. Thus, background luminance of source image has been exactly preserved in

proposed FMR method. Therefore, first limitation of Reinhard method is resolved in

the proposed FMR method.

According to the contrast definition introduced by Mukherjee and Mitra (2008),

contrast of an image is given by the following equation (3.28), where σ is standard

deviation of intensity values and µ is mean intensity or surrounding intensity.

C = σ/µ (3.28)

Similarly, global contrast of the processed image C2 in l space can be defined by the

following equation (3.29).

C2 =
σg(l2)

µg(l2)
(3.29)

By putting the value from equation (3.25) and (3.27) into equation (3.28), we get,

C2 =
σg(l)

µg(l)
∗ (1 + s) (3.30)

From equation (3.30), we can conclude that the contrast of the processed image is

(1+s) times the contrast of source image. For a particular source image, s is having only

real positive value, thus equation (3.30) reveals that the contrast of processed image is

always greater than that of source image. Hence, third hypothesis of color normalization

has been satisfied by the proposed FMR method. Moreover, equation (3.30), reveals that

s is the measure of how much contrast is enhanced in the processed image. For example,

if the value of s is 0.3, equation (3.30) implies that the contrast of the processed image

is enhanced by 30 percent.

Now, covariance between processed image and source image in space is given by
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the equation (3.31), from covariance definition.

σll2 =
1

MN

M�

i=1

N�

j=1

(l2i − µg(l2i)) ∗ (lj − µg(lj)) (3.31)

where M × N is the image size in l space. Putting the value from equation (3.15) and

(3.27), in equation (3.31) we get,

σll2 =
1

MN

M�

i=1

N�

j=1

(li − µg(li))
2 ∗ (1 + s) (3.32)

or,

σll2 = σ2
g(l) ∗ (1 + s) (3.33)

Correlation coefficient between source image and processed image in l space is given

by

δ =
σll2

σg(l)σg(l2)
(3.34)

Substituting the value from equation (3.25) and (3.33) into equation (3.34), we can get

δ = 1 (3.35)

Hence, it is proved that correlation coefficient between source image and processed

image in l space is exactly equal to 1, in proposed FMR method. Moreover, it is signifi-

cant to observe from equation (3.35) that, this correlation coefficient doesn’t depend on

any other parameter, employed in our algorithm. Thus, we can conclude that in l space,

the first hypothesis is always satisfied by proposed FMR method.

Similarly, in αβ space, it can be proved that proposed FMR method satisfies three

of the hypotheses.

Case-I: if there is no fade color effect (if h < 20, q = 0)

By taking global variance both side in the equation (3.21) and by employing the
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equation (3.23), we get

σ2
g(a2) = σ2

g(a) (3.36)

or,

σg(a2) = σg(a) (3.37)

similarly,

σg(b2) = σg(b) (3.38)

Taking global mean both side in equation (3.21), we get

µg(a2) = µg(µg(a1)) + (µg(a)− µg(µg(a))) (3.39)

or,

µg(a2) = µg(a1) (3.40)

Similarly,

µg(b2) = µg(b1) (3.41)

Equations (3.40) and (3.41) reveals that the mean color of processed image is exactly

equal to the mean color of target image. Hence, our proposed FMR method satisfies the

second hypothesis conditionally i.e. if h < 20.

Now for the covariance between processed image and source image, substituting

value from equations (3.21) and (3.40) in covariance equation of α space, we get

σaa2 =
1

MN

M�

i=1

N�

j=1

(ai − µg(ai))
2 (3.42)

or,

σaa2 = σ2
g(a) (3.43)

Similarly substituting the values from equation (3.37) and equation (3.43) into into

equation (3.34), we get in α space,

δ = 1 (3.44)
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Similarly, it can be proved in β space also. Thus, in αβ space it is proved that cor-

relation co-efficient between processed image and source image is exactly equal to 1,

which is not dependent on any variable. Therefore, our proposed FMR method always

satisfies the first hypothesis in αβ space. Hence, our proposed FMR method is capable

to preserve all the color variation of source image in the processed image.

Case-II: If there is fade color effect (i.e. h � 20, u > 0, v > 0)

By following the exactly same procedure as case-I, we can get the following equa-

tions for case-II in αβ space which are given from equations (3.45-3.48).

σg(a2) = σg(a) (3.45)

σg(b2) = σg(b) (3.46)

µg(a2) = µg(a1) ∗ (1− q) (3.47)

µg(b2) = µg(b1) ∗ (1− q) (3.48)

Equations (3.47) and (3.48) reveals that a portion of mean color of target image is

transferred to processed image and that portion is directly correlated to fuzzy function q.

Thus, second hypothesis of color normalization is partially satisfied in case-II. However,

maximum value of q is chosen very less (i.e. 0.3) and the number of images with h � 20

is also very less in both of the databases. Thus, mean color of processed image is found

very much closed to mean color of target image by FMR method. For the correlation

co-efficient, the proof is exactly same as the case-I.

Hence, it is proved that our proposed FMR method satisfies all three hypotheses

of color normalization. Although, here we do kind of global estimation, it is quite

amazing that all those results are exactly correlated with the local estimation. Local

metric estimation is further discussed in the next subsection.
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Figure 3.3: Flowchart of FMR Color Normalization Method

3.2.6 Results and Analysis

In this section, result of the proposed FMR method is compared with other existing

color normalization methods such as Reinhard method (Reinhard et al. (2001)), Ma-

cenko method (Macenko et al. (2009)), SCD method (Khan et al. (2014)), CCN method

(Li and Plataniotis (2015)), and SPCN method (Vahadane et al. (2016)). All the afore-

mentioned methods were implemented and simulated with MATLAB 2015a, running

on an Intel® CoreTM i5 PC with 2.00 GHz CPU and 8 GB RAM. For experimentation,
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test colon and breast cancer histopathology images are taken from publicly available

databases in Khan et al. (2014) and Roux et al. (2013) respectively. And liver cancer

dataset are taken from KMC, as mentioned in chapter 1. From each of the database, 80

number of images are taken for experimentation. Visual results of several color normal-

ization algorithm are shown in Figure 3.4. Moreover, the mean values of three quality

metrics for breast cancer dataset and liver dataset are resented in Table 3.1 and Table

3.2 respectively.

Figure 3.4: Comparison of various color normalization methods. First column repre-
sents the target images, the second column represents source images, third
column represents color normalized images byReinhard et al. (2001), fourth
column represents color normalized images by SCD method by Khan et al.
(2014), fifth column represents color normalized images by CCN method
by Li and Plataniotis (2015), sixth column represents color normalized im-
ages by SPCN method Vahadane et al. (2016), seventh column represents
color normalized image by our proposed method, 1st row represents the
dataset of colon cancer, 2nd row represents the dataset of breast cancer, 3rd
row represents the dataset of liver cancer

A. Quality Metrics for Histopathology Images

Conventional quality metrics (e.g. Full reference metric) are not suitable for histo-

pathology images, since the ground truth of histopathology image is not available. In

fact, the ground truth is lost after the staining process, since there was color variation

during staining. However, we assume that brightness intensity (gray-scale) information

is entirely preserved in the source image after staining process. Thus, that grey-scale

information can be extracted from the source images. The color information can be
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extracted from the target image, which is preferred by pathologists. Therefore, quality

of histopathology images can be evaluated by a Reduced Reference metric, where we

are extracting significant information of ground truth from both source image and target

image. This work is inspired from Mosquera-Lopez et al. (2015). However, we didn’t

choose exactly same metrics as Mosquera-Lopez et al. (2015) did. The reason behind

choosing those new metrics have already been explained in section 3.1.

The following quality metrics are estimated locally. The mathematical expressions

of those metrics are given below.

1. Structural similarity between source image (X) and processed image (Y) is mea-

sured by Pearson Correlation Co-efficient (PCC) and Structural Similarity Index Metric

(SSIM) (Wang et al. (2004)).

ρXY =
1

W

W�

i=1

σXiYi

σXi
σYi

(3.49)

SSIM(X, Y ) =
(2 ∗ µXµX + k1)(2 ∗ σXY + k2)

(µ2
X + µ2

Y + k1)(σ2
X + σ2

Y + k2)
(3.50)

MSSIM(X, Y ) =
1

W

W�

i=1

SSIM(Xi, Yi) (3.51)

where Xi and Yi are image contents at local ith window, W is the total no. of window

in image. MSSIM is the mean SSIM, σXY is the covariance between source image and

processed image, σX is the standard deviation of X, µX is the mean value of X. Both of

the value of k1 and k2 are in the order of 0.01.

2. Absolute Mean Color Error (AMCE) in both α space and β space are given in

equations (3.52) and (3.53) respectively, where µ indicates local mean. αtar
i is the target

image content at local ith window in α space and αproc
i is the processed image content

at local ith window in α space, W is the total no of windows.

AMCEα = | 1
W

W�

i=1

µ(αi(tar))−
1

W

W�

i=1

µ(αi(proc))| (3.52)
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AMCEβ = | 1
W

W�

i=1

µ(βi(tar))−
1

W

W�

i=1

µ(βi(proc))| (3.53)

The inclusion of AMCE metric is very much significant which actually enables us to

measure the background color variation in the processed image, with respect to the

target image.

3. Contrast Difference (CD) between processed image and source image can be

measured by the following mathematical equation (3.54), where σ(Yi) and σ(Xi) are

the standard deviation of processed image and source image respectively, at ith window,

µ is the mean value, W is the total no of windows. The definition is inspired from [29].

CD(Y,X) =
1

W

W�

i=1

σ(Yi)

µ(Yi)
− 1

W

W�

i=1

σ(Xi)

µ(Xi)
(3.54)

To satisfy the hypotheses of color normalization, mentioned in section 3.1, the following

must be true.

• PCC or MSSIM value should be very much closed to 1.

• AMCE value both in α space and β space should be closed to zero.

• CD value should have positive sign.

The window size to compute quality metric is taken 20 x 23 and 18 x 23 for breast

cancer and liver cancer datasets respectively. This window size should be dependent on

the entire image size and they must be chosen optimally such that the number of zero

padding will be minimum. All the hypotheses (except third) of color normalization can

be verified by the Table 3.1 and Table 3.2 which are given below. However, mean values

of those quality metrics don’t always reflect the actual statistics. That is why, a box plot

(Frigge et al. (1989)) is introduced in Figure (3.5-3.8), for only liver cancer data set

(for a set of 80 images only) which shows how the data points are varying with respect

to its mean value. For third hypothesis, only the sign of CD matters, its mean value is

not important. Therefore, its value is not presented in Table (3.1-3.3). Rather, it can be

visualized in the box plots, shown in Figure 3.8.
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B. Result Evaluation and Comparisons

From Figure 3.4, it can be visualized that Reinhard method (Reinhard et al. (2001))

don’t preserve the white luminance part in the processed image. However, both HS

and Reinhard methods are well capable of preserving all the structural information of

source image which is visualized in Figure 3.4 and also it can be observed from the

Table 3.1 and Table 3.2. From Table 3.2, it is visible that Macenko method (Macenko

et al. (2009)) doesn’t transfer the right color from target image to processed image. In

liver cancer dataset it has been found that the mean value of AMCE is 12.3 in α space

and 3.5 in β space which are very much deviating from zero.

Table 3.1: Mean Values of Quality Metrics of 100 breast Cancer Histopathology Im-
ages for Color Normalization

Color PCC MSSIM AMCEα AMCEβ CPU
Normalization time

Method (in sec)
HS 0.9835 0.9021 0.04 0.06 2.25

Reinhard 0.9976 0.9740 3.5e−14 e−14 2.2
Macenko 0.9940 0.9732 1.96 2.41 5.0

SCD 0.8640 0.7963 1.17 2.32 256
CCN 0.9490 0.8910 3.26 4.27 22.5
SPCN 0.9910 0.9671 1.08 2.35 360

Proposed FMR 0.9998 0.9939 0.42 0.89 17

Table 3.2: Mean Values of Quality Metrics of 80 Liver Cancer Histopathology Images
for Color Normalization

Color PCC MSSIM AMCEα AMCEβ CPU
Normalization time

Method (in sec)
HS 0.9670 0.9083 0.42 0.25 2.2

Reinhard 0.9861 0.9263 2.5e−14 1.1e−14 2
Macenko 0.9140 0.8272 12.3 3.5 4.5

SCD 0.8861 0.8222 3.41 4.10 183
CCN 0.9579 0.9041 5.25 1.35 17.5
SPCN 0.9134 0.8591 4.56 1.05 330

Proposed FMR 0.9970 0.9919 0.42 0.23 10.0

From Figure 3.4, it can be visualized that SCD method (Khan et al. (2014)) doesn’t
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preserve all the source information in processed image. In fact, the loss of information

in this method is greater than other benchmark methods. MSSIM by their method is

found 0.79 and 0.82 for breast and liver dataset respectively, given in Table (3.1-3.2)

which are very poor.

From Figure 3.4, it can be visualized that in CCN method (Li and Plataniotis (2015)),

the white luminance part of source image is exactly preserved in their processed image.

However, color information of source image is not exactly preserved by this algorithm

which can be visualized in Figure 3.4. Thus, PCC and MSSIM are deviating from

the value of 1 in case of breast cancer dataset, given in Table (3.1-3.2). Moreover, in

breast cancer dataset sometimes this method brings undesired color artifacts, because

Saturated Weighted Statistics (SWS) is not exactly a linear method, according to our

visualization. Furthermore, in case of breast cancer dataset, mean of AMCE is very

much deviating from 0. This can also be observed from Figure 3.6 and in Figure 3.7.

Figure 3.5: Box plot of PCC for several color normalization methods

We found only SPCN (by Vahadane et al. (2016)) method a decent existing color

normalization method which has desirable quality metric values, given in Table(3.1-

3.2). From Figure 3.4, it can be visualized that all the structural information of source

image is preserved in the processed image, while transferring right color from target im-

age to processed image. However, all the color variation of source image is not exactly

53



Figure 3.6: Box plot of AMCEα for several color normalization methods

Figure 3.7: Box plot of AMCEβ for several color normalization methods

preserved in the processed image, which can be seen in Figure 3.4. PCC and MSSIM in

this method are better than CCN method, found in Table 3.1 for breast dataset. However,

in liver cancer dataset it has been found that PCC and SSIM are deviating too much for

SPCN method, which can be observed in Table 3.2. Therefore, there is a chance of im-

provement of getting better PCC or MSSIM. Another big disadvantage of this method

is that it has large computation complexity, mentioned in Table (3.1-3.2). The qualita-

tive and quantitative results reveal that our proposed FMR method outperforms all other

benchmark color normalization methods.
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Figure 3.8: Box plot of CD for several color normalization methods

Proposed FMR method is employed to overcome all the limitations of conventional

Reinhard method. In Table (3.1-3.2), it is found that FMR method has the best metric

values compared to recent existing methods. It has correlation co-efficient and MSSIM

value both very closed to 1, this implies that it preserves all the source information in

the processed image. Subsequently, it can also be visualized from the boxplot of PCC,

in Figure 3.5. Proposed FMR method has the least width in PCC boxplot, which im-

plies that the variation of PCC value is the least in FMR method and overall PCC value

is very much closed to 1. In Figure 3.4, it can be clearly observed that proposed FMR

method has preserved the white luminance part of source image better than Reinhard

method and HS method. However, due to the inclusion of fuzzy functions, AMCE met-

ric values in FMR method is slightly deviating from zero, given in Table (3.1-3.2) and

simultaneously it can also be observed from Figure 3.6 and Figure 3.7. But still this

AMCE value for proposed FMR method is lesser than other existing algorithms except

Reinhard method and HS method. Moreover, from the boxplot diagram in Figure 3.8,

it is observed that CD value is always positive in proposed FMR method and it has the

least width in CD boxplot which is desirable. Therefore, our proposed method satisfies

the third hypothesis which was not true in Reinhard method. Furthermore, the main

advantage of our proposed method is that it has very much less computation complex-

ity compared to recent existing local methods like SCD methods and SCN methods,
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which are mentioned in Table 3.1-3.2. Hence, our proposed FMR color normalization

method outperformed other existing color normalization methods both qualitatively and

quantitatively.

3.3 Summary

• A novel color normalization method had been proposed for liver cancer H and E
stained histopathology images. Conventional Reinhard method was modified by
incorporating fuzzy logic.

• Three hypotheses had been introduced for the first time, in order to evaluate
color normalization of H and E stained histopathology images. Moreover, these
three hyotheses were mathematically proved for our proposed color normaliza-
tion method.

• Three new quality metrics were proposed for the first time in order to evaluate
the performance of color normalization, based on those three hypotheses. These
are reduced reference metrics, since the ground truth of original histopathology
images were not readily available in nature.
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CHAPTER 4

Nuclei Segmentation of Liver Cancer Histopathology

Images

4.1 Introduction

In this research article, we are only focused on segmenting nuclei regions in liver cancer

H and E stained histopathology images. Many researchers (Graham et al. (2019),Dalle

et al. (2009) Fukuma et al. (2016)) had also focussed on only nuclei segmentation, since

nuclei have the most significant information regarding cancer. However, there may be

different kinds of nuclei present in the H and E stained liver cancer histopathology im-

ages, for example, some of the nuclei may belong to inflammatory cells (Cheuk et al.

(2001)). Examples of inflammatory cells are endothelial cells, lymphocytes (Ishikawa

et al. (2016)), neutrophils etc. Lymphocytes have comparatively darker (intensity) nu-

clei than epithelial nuclei, moreover, their shape is little bit circular than that of ep-

ithelial nuclei (Ishikawa et al. (2016)). This is to notify that some of the inflammatory

cells (for example lymphocytes) may also carry some significant information regarding

cancer (Hou et al. (2019),Galon et al. (2006)). Thus, we decided to segment all kinds of

nuclei from liver cancer H and E stained histopathology images. Diffrent kinds of nu-

clei segmentation were already exlained in the literature survey in chapter 2, in section

2.2.2. In the following subsections, we exlained the limitations of conventional edge

based segmentation methods and proposed edge detection method which is followed by

post processing methods.

4.1.1 Edge-based Segmentation

Although previously we discussed that edge-based techniques have certain number of

limitations over region-based methods, we have found a novel edge detection method



which overcomes the limitations of gradient based edge detection. The simplest way

to find edges in an image is to take derivative with respect to space, this is also called

gradient-based edge detection. Sobel operators are the first derivative of space. Whereas,

Laplacian operator is the second derivative. The main limitation of 2nd derivative is that

it is highly sensitive to noise. However, Laplacian operator can have more localized in-

formation of edges than 1st derivative. Therefore, Laplacian of Gaussian (LoG) filters

(Gonzalez et al. (2004)) are employed by several researchers for edge detection, which

is expressed in equation (4.1). Here, Gaussian filters are incorporated to reduce the

noise prior to applying Laplacian operator.

LoG(x, z; σ) =
∂2G(x, z; σ)

∂(x)2
(4.1)

In equation (4.1), x, z are space co-ordinates and ∂ is the partial derivative. G is the

Gaussian filter with 0 mean and σ standard deviation, represented in equation (4.2).

G(x, z; σ) = exp(−x2 + z2

2σ2
) (4.2)

The main limitation of LoG filter is that it is not robust with respect to intensity variation

in image. For example, some portions of an image may have higher intensity variation

(means more edgy region), thus, Gaussian filter with smaller scale of σ should be chosen

in order to extract fine edge details in those regions. However, noise may arise in that

region if very small scale of Gaussian filter is chosen. And some portion of an image,

may have small intensity variation (means homogeneous region), at that case, flatter

Gaussian filter (with higher σ) should be employed in order to reduce noise. However,

it may lead to large localization error of edges. Therefore, there is a trade-off between

reducing noise and to keep good localization of edges (Basu (2002)). Selection of a

fixed optimal scale of Gaussian filter all over the image, is a very difficult problem.

Several researchers (Al-Kofahi et al. (2009), Kong et al. (2013)) have come up with the

idea of multi-scale LoG filter, which were already explored in the literature survey, in

Chapter-2, section 2.2.2. In both of these methods, scale of Gaussian filter is chosen

manually, thus, their methods are not purely automatic and for different databases they
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have to choose different parameters in their algorithm. Moreover, due to employing

gradient-based method, segmented image by their method is noticeably affected by

noise. We believe that in any gradient-based edge detection method, noise is inevitable.

Because while taking gradient, first difference between two pixels are computed, thus, if

one of the pixels is affected by noise, consequently there will be effects in their results.

Our idea was to extract edges at multi-scale automatically, but not employing any

gradient-based approach. Rather we were searching for a novel concept that ”the edges

in the image must be proportional to some statistics of the image”. Later, we observed

that standard deviation is directly proportional to the edge information in image. Hence,

we come up with the notion of computing local standard deviation instead of computing

gradients in our novel proposed edge-detection method which is further explained in

detail in the next subsection.

4.2 Proposed Nuclei Segmentation Method

Proposed nuclei segmentation method can be divided into three parts: a. Proposed Edge

Detection Method, b. Otsu’s Thresholding, c. Adaptive Morphology Filter.

4.2.1 Proposed Edge Detection Method

All previous edge detection methods are very much sensitive to noise and sensitive to

low-level textures of image. Because, in all of the aforementioned edge detection meth-

ods gradients are computed which is finite difference between two adjacent pixels. That

is why, even for small intensity variation (due to noise), those methods compute some

value of gradient. Therefore, noise is inevitable, in any gradient based edge detection

method. In our proposed method, edge detection is done based on computing local

standard deviation in a s x s window around each pixel, mentioned in Algorithm2. Be-

cause of employing the notion of standard deviation (instead of computing gradient),

our proposed method is less sensitive to noise.
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Liu et al. (2000) proposed an edge detection method based on local variances. A

pair of pixels whose variance is maximum in a window, only those are chosen as edges

in that window. Thus, their method is neither sensitive to noise nor sensitive to lower

level texture of images (Liu et al. (2000)). However, this method may lead to huge data

loss in histopathology images. Because, by their method, many nuclei boundary could

be open whose corresponding intensity value is not high enough, which is further shown

in Figure 2. Therefore, this edge detection technique is not suitable for nuclei detection.

Our work is inspired by this work, given by Liu et al. (2000). However, proposed edge

detection method, is entirely different with Liu et al. (2000) and this is further explained

below in depth.

Algorithm 2 Algorithm of Edge Detection in python3 opencv2
1. img=imread(’Color Normalized Image’)
2. r,g,b=cv2.spilt(img)
3. img2=nonlinearfilter(r)
4. g=20 or 40
5. def edgedetection(image):
6. Sz=image.shape
7. conv(img)=np.zeros(Sz)
8. for x in range(Sz[0]-12):
9. for z in range(Sz[1]-12):
10. s=g*0.15
11. sum=0
12. st=np.std((image[x:(x+s),z:(z+s)]))
13. for i in range(3):
14. for j in range(3):
15. sum=sum + (image [x+i,z+j]*(st))
16. conv(img [x,z]) = sum
17. return conv(img)

Mathematical notations in Algorithm2: ’Sz’ is the size of image, ’img2’ is the image

after non-linear filter and ’conv(img)’ is the final convoluted image in the edge detection

function. ’st’ is the standard deviation which is chosen in ’s x s’ pixels around each

pixels, s is correlated with g which is the magnification scale of histopathology images.

Step1: The first step of edge detection is to process only ‘r’ space information of

color normalized image, since it mostly contains foreground information (that is nuclei),
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which is observed all over the dataset.

Additionally, in ‘r’ space, the stains are automatically separated, which is explained

later in section 4.2.2.

Step2: The ‘r’ space image is further processed with a non-linear filter, which is

inverse logarithm (1/log2) of digital Gaussian filter in 3 x 3 window. This filter reduces

noise at certain level from liver cancer histopathology images.

Step3: The user has to put an input number (’g’), which is the microscopic zoom

(10x, 20x or 40x) of the corresponding image. Thereafter, ‘g’ is multiplied by 0.15 and

stored in a variable ‘s’. Thus, in case of 40x images, window size is 6 x 6 and in case

of 20x images it is 3 x 3.

Step4: The filtered grey scale image is further convolved with a 3 x 3 mask, whose

coefficients are not fixed, rather it is variable. First, we took standard deviation of sxs

pixels around the first pixel in image and the same value of standard deviation is further

stored in all 9 places of a 3 x 3 mask. Subsequently, corresponding pixel intensity values

(in which 3 x 3 mask is being placed) is multiplied by the window coefficient and then

we sum up those values in a variable ‘sum’ and replacing the first pixel intensity value

with ‘sum’, as mentioned in Algorithm 1. Thereafter, this 3 x 3 window (mask) is

shifted right side of the image by one step and then following the same procedure of

assigning intensity values to every pixel. In this way, a convolution operation is done

of entire image with that 3 x 3 mask, by employing sliding window mechanism; python

code is given in Algorithm 1.

4.2.2 Physical Interpretation of Proposed Edge Detection Method

Stain separation is required before color normalization, because Ruifrok and Johnston

(Ruifrok et al. (2001)) first observed that absorption spectra of multiple stains have

overlapping regions (in RGB space) for histopathology images. Many researchers (Va-

hadane et al. (2016), Khan et al. (2014)) employed several stain separation methods

which have higher computational complexity. However, we didn’t employ any such

61



Figure 4.1: a. Source image, b. Target image, c. Color Normalized image, d.’r’ space
information (255-r) of color norm image, e.’r’ space image after employing
non-linear filter, f. Edge detected image

stain separation method in employed color normalization method. Because we ob-

served, while converting the image from RGB to r space, in the first step of edge detec-

tion method, multiple stains are automatically separated. Figure 4.1a. is a source image,

in which color artifact present due to stain variability. Subsequently, this is observed that

the effect of this artifact is completely eliminated in Figure 4.1d (while taking account

of only r space information) and those two nuclei are successfully recovered from that

artifact. This property has been observed for all H and E stained histopathology images,

which have artifacts due to stain variability. Hence, we believe that there is no need to

employ stain separation method which has higher computation complexity. Rather, we

just did color transformation in space, in order to avoid undesirable color mixing (in

RGB space), since l, a, b channels are kind of uncorrelated (Ruderman et al. (1998))

In this reasearch, we employed a unique non-linear filter which is inverse logarithms

(1/log2) of 3 x 3 digital Gaussian filter. Gaussian filter has been an automatic choice for

reducing noise over a decade, since this is a non-linear filter which gives more weigh-

tage to the central pixels and according to Marr and Hildreth (1980), this is the only

filter which enables us to optimally localize both in space and frequency domain simul-
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taneously. Moreover, due to incorporating more non-linearity (that is, taking inverse

of logarithm base 2), the employed non-linear filter removes noise considerably from

histopathology images which can be observed in Figure 4.1d and Figure 4.1e. The

actual digital Gaussian kernel (of 3 x3 window) is given in the following equation (4.3).

GaussKer(3, 3) =
1

16





1 2 1

2 4 2

1 2 1





(4.3)

After taking (1/log2) in equation (4.3), we finally get the following kernel as em-

ployed non-linear Kernel, given in equation (4.4).

NonlinearKer(3, 3) = 0.5 ∗ 1

log2





1/16 1/8 1/16

1/8 1/4 1/8

1/16 1/8 1/16





(4.4)

(1/log2) of digital Gaussian filter is multiplied by a normalization factor 0.5 in equa-

tion (4.4), such that the sum of all co-efficients in NonlinearKer will be less than 1.

Otherwise, if the sum of all co-efficients is greater than 1, then the processed image will

be a very bright image and nothing will be visible.

Since local standard deviation value is directly correlated with the edge information

in image, based on our observation, the proposed edge detection method can automati-

cally extract the edges at multi-scale. Higher the value of standard deviation indicates

that the region has more edge information than the region with low value of standard

deviation. Therefore, those edgy regions of image are convolved with higher standard

deviation value and the less edgy regions of image are convolved with lower standard

deviation value. Consequently, the edge localization has been fine and the nuclei edges

are efficiently preserved in the processed image. This can be further observed in Fig.2.

Moreover, this is to clarify that, images with different microscopic zoom (e.g. 20x,

40x) need different window size for calculating local standard deviation, because in

20x images nuclei are denser and smaller in size than that of 40x images. Hence, in
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order to extract the edges at multiscale, window size (sxs) must be adaptive with the

microscopic zoom (20x or 40x) of images. Therefore, a parameter ‘g’ is introduced in

proposed algorithm, in order to make this algorithm automatic.

Figure 4.2: Column 1 represents source images of liver cancer histopathology images,
Column 2 represents edge detected image by multi-scale LoG by Kofahi
et al. Al-Kofahi et al. (2009), Column 3 represents edge detected image
by gLoG Xu et al. (2016), Column 4 represents edge detected image by L.
Xinchun et al. Liu et al. (2000), Column 5 represents edge detected image
by proposed edge detection method

In the ‘for’ loop, given in python code in Algorithm 1, Sz[0] and Sz[1] are sub-

tracted by 12, so that the algorithm can’t count beyond 256 x 256 pixels. This is done in

order to avoid zero padding (Aghdasi and Ward (1996)), this further reduces the com-

putation complexity of the algorithm. Moreover, the performance of this edge detection

method is not dependent on any parameters, mentioned in Algorithm 1, thus, this makes

the algorithm purely automatic. Only input parameter ’g’ we have to provide in this al-

gorithm, ’g’ should be chosen based on the nuclei size in overall image. Mostly for

20x images (multi-organ dataset), it is chosen as 20 and for 40x images (liver cancer

dataset) it is chosen as 40.

Figure 4.2 reveals that proposed edge detection method extracts edges of nuclei

more efficiently than other conventional edge detection methods. Moreover, this can be
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further observed from Figure 4.2, that noise is very much less by proposed edge detec-

tion method, comparative to any other conventional gradient based methods. To prove

that statement, a mathematical analysis is given in the following subsection. Further-

more, a quality metric Peak Signal to Noise Ratio (PSNR) between ground truth and

final processed (or segmented) image, is computed in section 7, in order to support that

statement experimentally.

4.2.3 Mathematical Analysis

Mathematically, our proposed edge detection operator E can be expressed by the fol-

lowing equation (4.5).

Ep = [N(x, z;σn)] ∗
W�

l=1

3�

i=1

3�

j=1

Il(x+ i, z + j) ∗ σ(Il[x : x+ s, z : z + s]) (4.5)

Here N(x, z; σn) is the non-linear filter which is (1/log2) of Gaussian filter in a fixed

scale σn, (that is 3 x 3), W is the total number of 3 x 3 windows in entire image,

Il(x, z) is the value of image intensity for lth window, �∗� is the sign of convolution,

Il(x : x+ s, z : z + s) is the array of image intensity values in a sxs window, standard

deviation σ is computed for that sxs window around each pixel I(x, z). The equation

(4.5) can also be reformulated in a simple equation (4.6). Let’s consider a variable �m�

which is nothing but sxs, that is, the total number of pixels in window. For example,

40x images ‘m’ is 36 and for 20x images ‘m’ is 9.

Ep = N(x, z; σn) ∗ I(x, z) ∗ σ(Il[x : x+ s, z : z + s]) (4.6)

Here ‘∗� is the sign of convolution in equation (4.6), I(x, z) is the image intensity value.

This is to clarify that, this equation (4.6) is just an approximation of our edge detec-

tion operator E, mentioned in equation (4.5), which further enables us to analyze the

proposed edge detection operator prominently.

LoG operators can be expressed by the following equation (4.7), which we get from
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equation (4.1).

ELoG = I(x, z) ∗ [∂
2G(x, z; σ)

∂2x
+

∂2G(x, z; σ)

∂2z
] (4.7)

Now, let’s take a window sxs and let’s consider µ is the mean intensity value of all

pixels inside that window. Thus, proposed edge detector in equation (4.6), can now be

expanded by the following equation (4.8).

Ep = N(x, z; σn) ∗ I(x, z) ∗
�
(µ− I(x1, z1)2...+ (µ− I(xs, zs)2 (4.8)

Now, assume that inside this window, only one pixel I(xr, zr) is affected by noise.

If we further expand only the standard deviation part of equation (4.8), then there will

be total (2m+1) number of terms under the root, out of which only two number of terms

will be related to noise affected pixel I(xr, zr), which are given in equation (4.9).

σ(x, z) =
�

mµ2 − 2 ∗ µ[I(x1, z1) + ..I(xr, zr) + ..+ I(xs, zs)] + ..

�
..+ [I(x1, z1)2 + ..+ I(xr, zr)2 + ..+ I(xs, zs)2 (4.9)

For example, in 40x images, ‘m’ is equal to 36, out of which only two terms will

be affected by noise, thus, there will be 71 other terms (i.e. (2m-1) terms) in equation

(4.9), which are independent on noise. Due to those terms, the effect of noise will be

nullified in equation (4.8). Similarly, if there are two pixels affected by noise inside

that window, then there will be only four terms (out of (2m+1) terms) which will be

affected by noise. Thus, greater the number of terms (means larger window) in equation

(4.9), causes lesser effect of noise by the proposed edge detector. However, we can’t

choose the window size (sxs) very large in order to avoid noise, otherwise, there will be

problem of localization of edges (Canny (1986)). Because, according to Canny (1986),

there is a trade-off between reducing noise and having good localization of edges, thus,

an uncertainty principle lies (Basu (2002)) between these two.

On the other hand, in any gradient based edge detectors, for example in LoG, both
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of the terms in equation (4.7) are dependent on particular intensity value of pixel (x, z).

Thus, if any pixel I(xr, zr) is affected by noise, then LoG operator or any gradient-based

edge operator will be directly affected by noise. Because, any gradient-based edge

operator computes gradients for all pixels individually, it doesn’t employ the neighbour

pixels into account. Hence, we can conclude that proposed edge detector will be less

affected by noise as compared to any other gradient-based edge detector, even if we

don’t know what is the nature of noise, present in histopathology dataset. Hence, we

can conclude that the noise energy in gradient operator (Ngrad), is always greater than

the noise energy (Nstd) in std operator or proposed edgeoperator.

Hence,

Ngrad > Nstd (4.10)

4.2.4 Thresholding Operation

Post processing of histopathology image is needed in order to convert the edge detected

image into binary image, so that it can be compared with its ground truth image, which

is also in the form of binary image.

An automatic and non-parametric thresholding technique had been proposed by

Otsu (Otsu (1979)) in 1979, which can optimally choose the threshold value in an im-

age. This method is still very effective for thresholding operation and employed by

several researchers (Yi et al. (2017),Xu et al. (2016)) to segment nuclei in histopathol-

ogy images. Otsu had chosen optimal threshold value of an image such that it will

maximize inter-class variance or minimize intra-class variance in its histogram. The

weighted intra-class variance can be written as equation (4.11).

σ2
intra(T ) = C1(T )σ

2
1(T ) + C2(T )σ

2
2(T ) (4.11)

Where T is the threshold value,C1(T ) ,C2(T ) are the probabilities of class C1, C1 in a

bimodal histogram respectively, given in equation (4.12) and (4.13).Pj is the probability
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that pixel intensity value has jth intensity level out of L levels.

C1(T ) =
T�

j=1

Pj (4.12)

C2(T ) =
L�

j=T+1

Pj (4.13)

Here L is the total no of levels in histogram, in case of gray scale image L=256. j

is always integer. J = 1, 2, 3, . . . , L, µ1,µ2 are the mean values of class C1, C2, in a

bimodal histogram respectively, given in equation (4.14) and (4.15).

µ1 =
T�

j=1

(jPj)/C1(T ) (4.14)

µ2 =
L�

j=T+1

(jPj)/C2(T ) (4.15)

Corresponding variances σ2
1(T ) and σ2

2(T ) of class C1, C2 in a bimodal histogram are

given in equation (4.16) and equation (4.17) respectively.

σ2
1(T ) =

�T
j=1 (j − µ1)

2Pj

C1(T )
(4.16)

σ2
2(T ) =

�L
j=T+1 (j − µ2)

2Pj

C2(T )
(4.17)

Now we have to choose T threshold value optimally such that σ2
intra(T ) , mentioned

in equation (4.11), will be minimized. More depth explanation of Otsu thresholding

can be found in (Otsu (1979)). In this research, Otsu’s threshold is emloyed in order to

convert the edge detected image into binary image.

4.2.5 Adaptive Morphology Filter

An adaptive morphological filter has been proposed in order to refine the (binary) seg-

mented image. It can be observed from Figure. 4.3b, that after employing local Otsu’s
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Figure 4.3: a. Source image, b. Binary image after thresholding, c. Final segmented
image after conventional morphology filter with disk size a=8, d.Final seg-
mented image after conventional morphology filter with a=2, e. Final seg-
mented image by employed adaptive morphology filter, f. Ground truth

threshold the binary images may have some cluttered small objects. Those small clut-

tered objects can be the effect of noise. Another possibility is that those are edges of

RBC, which are very much similar to nuclei size and shapes in Figure 4.3a. Thus, those

small cluttered objects should be removed from the segmented images. Morphological

operators (Gonzalez et al. (2004), De Natale and Boato (2017)) like closing or opening

operator can remove those kinds of cluttered objects or noise from the segmented binary

image.

Opening (De Natale and Boato (2017)) is nothing but an erosion (Bf � Z) of a

binary image, followed by dilation operation (Bf ⊕Z), given in equation (4.18). Where

Bf is foreground pixels of binary image I,z ∈ a× a is the structuring element. Opening

operator can remove small objects (or cluttered nuclei) from segmented binary image.

Bf ◦ Z = [Bf � Z]⊕ Z (4.18)

On the other hand, closing (De Natale and Boato (2017)) is dilation of a binary image,

followed by erosion operation. It can fill the small holes or gaps inside a nucleus. The
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mathematical expression of closing is given by the following equation (4.19).

Bf • Z = [Bf ⊕ Z]� Z (4.19)

However, these morphological operators may ruin the shape and boundary structures

of nuclei, if the size of structuring element is chosen of higher value. Moreover, we

observed that any morphological operator is not robust with the noise present in the

binary image. Therefore, we have employed an adaptive morphology filtering operator,

in which the size of structuring element is adaptive with the noise present the binary

image (after thresholding). The entire in algorithm of morphology filter is given in the

Algorithm 3.

Algorithm 3 Algorithm of Adaptive Morphological Filter
1. img=imread(’Binary image after thresholding’)
2. g= 20 or 40
3. gl=np.mean(np.std(img))
4. def imagemorphology(image):
5. Sz=image.shape
6. for x in range(Sz[0]-3):
7. for z in range(Sz[1]-3):
8. s=g*0.15
9. sum=0
10. st2=np.std((image[x:(x+s),z:(z+s)]))
11. c=c+(st2)/(0.1*Sz[0]*Sz[1])
12. a= 6-3/ (1+(np.exp (c-gl)/ 0.1))
13. output= dilation(erosion(image), disk(a)), disk(a))
14. output2= erosion(dilation(output, disk(a)), disk(a))
15. return output2
16. c=0
17. img2=imagemorphology(img,c)
18. img2=255-(abs(img2))
19. plt.imshow(img3,cmap=’Greys’)
20. plt.show()

1. An opening operation, followed by a closing operation is employed for reducing

noise and cluttered objects from segmented binary image. Here, the disk length or

size of structuring element is not fixed like other conventional morphology operators

(Gonzalez et al. (2004)). Rather, it is robust or adaptive with the noise present in the
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Figure 4.4: Flowchart of entire nuclei segmentation method

histopathology images. This has been observed that the noise inside the histopathology

images are correlated with the difference between local standard deviation and global

standard deviation. According to our understanding, global standard deviation (‘gl� in

Algorithm 3) represents overall edge information of the image, since H and E stained

histopathology images has unique texture property, which was mentioned in chapter 1.

On the other hand, local standard deviation (‘st�) represents both edge information and

noise collectively, to the best of our knowledge. Thus, the difference between these

two is somehow correlated with the noise present inside the histopathology image. We

have verified this fact universally for all H and E stained histopathology images not only

qualitatively but also quantitatively. For that, we took 50 H and E stained histopathology

images, thereafter, Gaussian noise are externally added to those images. Moreover, we

calculated the difference between global standard deviation and local standard deviation

for all images. Thereafter, we observed that inverse of the difference (between local

71



and global standard deviation) is very much correlated with the PSNR between original

image and noisy image. Hence, it is universally verified that noise in H and E stained

histopathology images is somehow correlated with the difference between local and

global standard deviation.

2. First, function ‘c� is calculated which is the sum of all local standard deviation

(‘st�) in a ‘sxs� window, given in Algorithm 2. The parameter (0.1∗Sz[0]∗Sz[1]) is the

normalization factor, chosen empirically. This normalization factor will push the value

of ‘c� in the range of global standard deviation ‘gl�, so that we can subtract those two

terms. In our employed morphology filter, a fuzzy function ‘a� is incorporated just to

control the size of the structuring element. This has been observed that, if the value of

‘a� exceed 6, then for some images, nuclei structure was ruined considerably. Similarly,

this has also been observed that if a < 3, then noise and cluttered objects may be

heavily present in final (binary) segmented image. Therefore, maximum and minimum

value of ‘a� are empirically chosen 6 and 3 respectively. The fuzzy function ‘a� which

is employed in Algorithm 2, can be generalized by the following equation (4.20).

a = a1 − (a1 − a2)/(1 + exp[(c− gl)/(γ)]) (4.20)

Here a1 is the maximum value of a, a2 is the minimum value of a. Equation (4.20)

reveals that employed fuzzy function is a sigmoid function, which is directly propor-

tional to (c − gl), that is, the difference between local and global standard deviation.

Therefore, employed fuzzy function is robust with the noise present in histopathology

images, to best of our knowledge. Higher the value of (c − gl) indicates that there

will be higher chance that the image is affected by noise, thus, at that case, the value

of disk length ’a’ should be higher and viceversa. Moreover, γ in equation (4.20) is

a parameter which controls the fuzziness (smoothness) of the function. If γ = 1, the

fuzzy function will be tending to a straight line. If 0.05 < γ < 0.5, then fuzzy function

is observed to be a non-linear function, γ is chosen 0.1 in Algorithm 3, because we

wanted to incorporate non-linearity in morphology filter which will reduce more noise

from histopathology images. Hence, employed morphology filter is better preserving
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the shape and structures of nuclei than the conventional fixed morphology operators

and at the same time it removes noise and cluttered objects from histopathology images

considerably. This can be further observed in Fig.4c, Fig.4d and Fig.4e. The employed

morphological filter also works efficiently in a multi-organ dataset, which reveals that

the performance of this morphology filter doesn’t depend too much on those parameters

which are mentioned in Algorithm 3, because the size of the structuring element doesn’t

change much and it always varies from 3 to 6, due to employing fuzzy function a.

4.2.6 Reasons of choosing unsupervised method

The reason why we didn’t employ supervised nuclei segmentation method in this thesis

is explained below:

1. In our liver cancer dataset, the number of images is very less (only 80), more-

over, in those 80 images we have observed a wide variety of image statistics, especially,

in third grade cancer images nuclei size and shape were totally different than that of

other images. However, the number of such (third grade cancer) images was only 5 in

the entire dataset. Furthermore, in all over the dataset, we have observed the statisti-

cal properties of nuclei, other tissues and their patterns are significantly varied per 10

images (approximately). This happened not only because of stain variability, but also,

they are not originated from a single cell. Hence, there might be a problem of overfit-

ting if deep neural network was employed for such a dataset. Later, we have compared

the performance of proposed method with some of the deep neural methods in the next

results and analysis section.

2. Proposed segmentation method is a series of simple image processing techniques

which has very low computation complexity than that of any supervised methods, be-

cause we don’t have to train any dataset.

3. According to our understanding, nuclear segmentation is not basically a super-

vised problem, because all the nuclei information is already contained in the original

image itself. Thus, theoretically no additional ground truth or labelled data should be
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Algorithm 4 Algorithm of entire proposed nuclei segmentation method (in open cv2)
1. img=imread(’Color Normalized Image’)
2. r,g,b=cv2.spilt(img)
3. img2=nonlinearfilter(r)
4. g=20 or 40
5. gl=np.mean(np.std(img2))
6. def imagepartition(image,c):
7. Sz=image.shape
8. conv(img)=np.zeros(Sz)
9. for x in range(Sz[0]-12):
10. for z in range(Sz[1]-12):
11. s=g*0.15
12. sum=0
13. st=np.std((image[x:(x+s),z:(z+s)]))
14. for i in range(3):
15. for j in range(3):
16. sum=sum + (image [x+i,z+j]*(st))
17. if (sum>OtsuThresh):
18. sum=1
19. else
20. sum=0
21. c= c+st /(0.1*Sz[0]*Sz[1])
22. conv(img [x,z]) = sum
23. a= 6-3/ (1+(np.exp (c-gl)/ 0.1))
24. output= dilation(erosion(conv(img)), disk(a)), disk(a))
25. output2= erosion(dilation(output, disk(a)), disk(a))
26. return output2
27. c=0
28. img3=imagepartition(img2)
29. img3=255-(abs(img3))
30. plt.imshow(img3,cmap=’Greys’)
31. plt.show()
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required to perform nuclear segmentation. Indeed, it’s just a mapping operation from

the original images onto only nuclei portions (blue regions) of those images. There-

fore, simple image processing technique is the natural choice for nuclei segmentation

of histopathology images.

4.2.7 Combining three Algorithms

In our final proposed nuclei segmentation method we didn’t exactly employ only Al-

gorithm 2 and Algorithm 3, mentioned in section 4.2 and 4.32 respectively. Rather

we combined all three tasks (that is, edge detection, Otsu thresholding and adaptive

morphology filter) into one algorithm in order to reduce computation complexity of the

algorithm. That means, those three tasks are not done separately, rather they are im-

plemented inside one ‘imagepartition’ function, here adptive morphology filter is per-

formed locally, while assigning ‘0’ or ‘1’ to each pixel. The entire algorithm is given in

Algorithm 4.

Most of the mathematical notations in Algorithm 4, have already been explored

previously in the exaplanations of Algorithm 2 and Algorithm 3.

4.2.8 Results and Analysis

In this section, visual result of the proposed segmentation method is compared with

other unsupervised segmentation methods, done by several researchers Xu et al. (2016),

Phoulady et al. (2016), Yi et al. (2017) etc. The visual results of edge detected images

and final segmented images are shown in Fig.4.2 and Fig.4.5 respectively. Moreover,

the performance of proposed segmentation method is compared with two supervised

deep learning model, that is, DIST (Naylor et al. (2018)) and MicroNet model (Raza

et al. (2019)). The visual results in Fig.5, suggest that the performance of the proposed

segmentation method is superior to other unsupervised methods and comparable to deep

neural models. All the aforementioned unsupervised methods were implemented by

python 3.7, running on an Intel® CoreTMi5 PC with 2.00 GHz CPU and 8 GB RAM.
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Whereas, deep neural models were implemented in a NVIDIA Tesla K80 GPU having

12GB (11.439GB Usable) GDDR5 VRAM. For experimentation, 80 number of (40x)

liver cancer histopathology images are taken from KMC dataset, which was already

mentioned in chater 1. Moreover, in order to validate the effectiveness of proposed

algorithm it is also tested on a well known multi-organ dataset (Kumar et al. (2017)),

which is readily available in the internet. Furthermore, three quality metrics (F1 score,

Jacard index, PSNR) are computed for all segmentation methods with respect to ground

truth. The mean value of those quality metrics for liver cancer and multi-organ dataset

are presented in Table 4.1 and Table 4.2 respectively.

4.2.9 Quality Metrics for Evaluating Nuclei Segmentation

I. The most frequently used object-based metric F1-score (Kumar et al. (2017)) is em-

ployed in order to evaluate the nuclei detection accuracy. The mathematical expression

of F1 score is given in equation (4.21).

F1 =
2 ∗ TP

2 ∗ TP + FP + FN
(4.21)

Here, TP is the number of nuclei truly detected in the segmented image compared with

ground truth. FP is the number of nuclei detected falsely, compared with the ground

truth. FN is the number of nuclei which are not detected as compared with the ground

truth. Here F1 score is calculated as per the algorithm, mentioned in Kumar et al. (2017)

which was an assessment with respect to ground truth of the histopathology image. If

F1 score is very much closed to 1, this indicates that most of the nuclei in histopathology

images are truly detected.

II. A pixel-based quality metric Jaccard index (JI) (Naylor et al. (2018)) is deployed

which can measure the similarity of shape or structure of nuclei, between two images,

that is ground truth and segmented image. The mathematical expression of Jacard index

is given below in equation (4.22). Here, Gj is the jth pixel of nucleus in ground truth

76



image, Nj is the jth pixel of associated nucleus in segmented image.

J =
|Gj ∩Nj|
|Gj ∪Nj|

(4.22)

Jaccard index (JI) is very popular metric which is widely employed by other researchers.

Closer the value of Jacard index to 1, indicates that the nuclei shape and boundary is

exactly matched between ground truth and segmented image.

III. This has been observed that by various segmentation methods, the image is

highly affected by noise or artifacts, however, that didn’t reflect too much on the metric

values of F1 score and Jacard index. Therefore, a metric of Peak Signal to Noise Ratio

(PSNR) (Wang and Bovik (2009)) is employed in this research paper in order to find

noise level of segmented image, with respect to ground truth image. The mathemati-

cal formula for Mean Square Estimation (MSE) and PSNR are given in the following

equation (4.23) and (4.24) respectively.

MSE(X,Z) =
1

M

M�

j=1

(Xj − Zj)
2 (4.23)

PSNR(X,Z) = 10log10[L
2/MSE] (4.24)

Here, X is the ground truth image, Z is the final segmented image, M is the number

of pixels in image, Xj is the jth pixel intensity of ground truth, Zj is the jth pixel

intensity of final segmented image. L is the maximum number of intensity levels in

image. Greater the value of PSNR, indicates that the segmented image has lesser noise

level with respect to ground truth.

In order to evaluate nuclei segmentation the following must be true:

• F1 score is very much closed to 1, indicates that most of the nuclei in histopathol-

ogy images are truly detected.

• Closer the value of JI to 1, indicates that nuclei boundary structure and shape is

more preserved.
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• Greater the value of PSNR, indicates that the segmented image has lesser noise

level.

Table 4.1: Mean Values of Quality Metrics of 80 Liver Cancer Histopathology Images
for Various Segmentation Methods

Segmentation F1Score JI PSNR CPU
Methods time

(in min)
Xu et al. (2016) 0.7281 0.6877 7.564 1.5

Zhao et al. (2021) 0.8985 0.7747 16.104 25.6
Yi et al. (2017) 0.9312 0.8045 15.445 1.2

DIST 0.8765 0.7804 14.321 2
Naylor et al. (2018) days

MicroNet 0.8632 0.7591 13.499 2
Raza et al. (2019) days
Proposed Method 0.9413 0.8233 18.995 4

(without
ColorNorm)

Proposed Method 0.9516 0.8291 19.174 4.2
(with

ColorNorm)

Table 4.2: Mean Values of Quality Metrics of 40 Multiorgan Histopathology Images
for Various Segmentation Methods

Segmentation F1Score JI PSNR CPU
Methods time

(in min)
Xu et al. (2016) 0.7518 0.6061 9.661 0.9

Zhao et al. (2021) 0.8314 0.7696 14.014 14.27
Yi et al. (2017) 0.8231 0.7045 13.843 0.6

DIST 0.7936 0.6621 16.141 2
Naylor et al. (2018) days

MicroNet 0.7801 0.6448 14.499 2
Raza et al. (2019) days
Proposed Method 0.8573 0.7826 15.757 2.1

(without
ColorNorm)

Proposed Method 0.8716 0.7923 16.321 2.2
(with

ColorNorm)
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4.2.10 Observation

From Fig.4.2, this can be observed that proposed edge detection method preserved every

details of nuclei more efficiently than other existing edge detection methods. Al-Kofahi

et al. (2009) and Xu et al. (2016) proposed multi-scale LoG filter in which both of them

had chosen the scale of Gaussian filter manually, thus, their method can’t work effi-

ciently for every dataset. For implementation of multi-scale edge detection method by

Kofahi (Al-Kofahi et al. (2009)), we choose σmin = 4.5 and σmax = 14.5 manually,

otherwise we didn’t get any edge response for liver cancer dataset. For the implementa-

tion of gLoG edge detection method, we exactly followed the pseudocode by Xu et al.

(2016) which is available in the internet. We only changed the value of α to 0.1, in

order to avoid the over-segmentation. Moreover, this can be observed from Fig.2 that,

the edge detected image by gLoG is highly affected by noise because they employed a

gradient-based edge detection method. Consequently, this can also be observed from

Fig.4.5, in the final segmented image by Xu et al. (2016), the nuclei boundary was not

exactly preserved as it is they are present in the original image. Table 4.1 also indicates

that their method have poor nuclei detection accuracy for liver cancer dataset.

We choose three images from liver cancer dataset in first, second and third column

for display purpose, shown in Fig.4.5. These three source images are very special im-

ages. Source image in first column has color artifact due to stain variability. Main

challenge here is to recover those two nuclei from the stain artifact. Source image in

second column is an example of third grade cancer image, thus, there are significant

variability of nuclei size and shapes, observed in that image. Therefore, selecting fea-

tures for nuclei for this source image, is not a very easy task. Moreover, source image

in third column is a unique image, because here RBC and some sinusoids’ shapes and

sizes are very much similar to the same of epithelial nuclei, thus, discriminating nuclei

from other tissues will be a difficult task here. Furthermore, two more source images

are added from the multi-organ dataset in column 4 and column 5.

From the Fig.4.5, this can be observed that the nuclei segmentation method by Zhao

et al. (2021) have done a good job for multi-organ dataset. Consequently, mean value
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of F1 score by their method is second best (0.8421) for multi-organ dataset. However,

for liver cancer dataset, their method can’t detect all the nuclei boundaries clearly, even

after employing two refining methods. That happened because of the variability of liver

cancer dataset. Consequently, F1 score by their method deviates a bit from 1 for liver

dataset, which can be observed from Table 4.1, as well. Overall their method did a de-

cent job for both of the datasets, however, the main limitation of their method is higher

computational complexity, which can be further noticed in Table 4.1 and Table. 4.2.

The performance of nuclei segmentation method by Yi et al. (2017), is visually good

for both liver dataset and multi-organ dataset, except for some of the images (in liver

dataset, like in column 3 in Fig.4.5) their algorithm couldn’t distinguish between nu-

clei and other tissues efficiently. Thus, this particular algorithm didn’t work efficiently

for all images in liver dataset, however, mean value of F1 score by their method is the

second best (0.9312) for liver dataset (shown in Table 4.1). This reveals that the overall

performance by their method is very decent, despite the fact that they didn’t employ any

supervised deep neural model.

The results of deep neural models DIST and MicroNet in Fig.4.5 has revealed that

both of the methods are working very efficiently for both liver cancer dataset and multi-

organ dataset. However, for some of the images, in liver dataset, it couldn’t extract

nuclei at multi-scale, which can be observed in second column, in Fig.4.5. For training

the deep neural models, we employed Xavier initialization for initializing convolutional

filter weights. Moreover, we have employed Adam optimizer for calculating the optimal

weights during backpropagation. All models are trained for 100 epochs with a batch

size of 4. To avoid overfitting we have used early stopping if loss doesn’t decrease for 20

epochs. For implementing DIST, in multi-organ dataset, each image was zero padded to

make 1024 x 1024 and then were divided into 16 patches of 256 x 256. This generated

384 training, 96 validation and 224 test images including masks. whereas, for MicroNet

model, the images were converted to 1008 x 1008, as it uses patches of size 252 x 252.

For liver dataset, all full-sized images of size 1440 x 1920 each, have been cropped

into 12 patches of 480 x 480 size each. For DIST, we have zero padded the images to

make 512 x 512 size each. For Micronet, we have resized the images to 252 x 252 each
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and trained on these patches. Furthermore, we performed random data augmentation

techniques such as Horizontal flip, vertical flip, random rotation, transpose, random

brightness contrast and blurring to deal with overfitting due to limitation of the size of

the Kumar dataset and liver dataset. The mean value of quality metrics in Table 4.1 and

Table 4.2 suggest that both of the deep neural models worked decently, however, nuclei

detection accuracy by their method is still somehow very much deviated from 1. This

reveals that indeed employing those deep neural models in such a small dataset (where

significant statistical variability appears in both of the datasets) was not so feasible.

On the other hand, in our proposed segmentation method very simple image pro-

cessing techniques are employed. First a novel edge detection method is proposed, this

can be observed from Fig.4.2 that processed image by proposed edge detection method

is less affected by noise, since the notion of computing standard deviation is incorpo-

rated, instead of computing gradients. Moreover, this can be observed from Fig.4.2 that,

proposed edge detection method is capable to extract every little information of nuclei,

as they are present in the original image. That means, the shape of nuclei boundary

is entirely preserved in most of the images, which may contain significant information

of cancer. Moreover, from Fig.4.5 this can be obeserved that final segmented image

by proposed method is very closed to groud truth, which is desirable. Furthermore,

quality metrics, computed in Table 4.1 and Table 4.2 suggest that performance of pro-

posed segmentation method is superior compared to other segmentation methods. The

mean value of F1 score by proposed method is the best (0.9516), compared to other

segmentation methods. To the best of our knowledge, proposed segmentation method

is the only unsupervised method which achieves nuclei detection accuracy closest to

1. It can also be observed from Table 4.1, that after employing color normalization,

F1-score by proposed method has been improved a little bit which justifies the need of

color normalization. Indeed, employed color normalization method has utilized contrast

enhancement at certain level which has strengthened some of the weak nuclei edges.

Moreover, the mean value of Jacard index is the best (0.8291 and 0.7923) by proposed

method shown in Table 4.1 and Table 4.2, which suggests that nuclei boundary structure

has been significantly preserved by our proposed segmentation method. Furthermore,
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PSNR value by our proposed method is also the best (that is, 19.174 and 16.321) shown

in Table 4.1 and Table 4.2, which reveals that noise level in the final segmented image

by proposed method is the least among all other segmentation methods. Moroever, the

main advantage of employing a simple image processing technique in proposed method

is that we don’t have to do training like other supervised methods, thus, computation

complexity is significantly reduced by proposed method compared to other deep neural

models (which took approximate 2 days for training).

4.3 Summary

• A novel unsupervised edge detection technique, was proposed for nuclei seg-
mentation of liver cancer H and E stained histopathology images. The notion
of computing local standard deviation was incorporated rather than computing
gradients.

• Proposed edge detection technique is purely automatic and its performance is
not dependent on any parameters, mentioned in the section 4.2.1. To the best
of our knowledge, this is the first automatic edge detection method which can
extract nuclei edges at multi-scale efficiently from H and E stained histopathology
images.

• Unlike other gradient based edge detection, proposed edge detection technique
was not very sensitive to noise. A mathematical analysis was also provided in or-
der to prove that noise affected by proposed edge detection method is lesser than
that of conventional gradient-based edge detection methods. A quality metric
PSNR was also introduced just to measure noise level in the segmented image.

• Edge detected image is further converted into a binary image, by employing
Otsu’s thresholding operation. Furthermore, an adaptive morphological filter,
is employed for refinement of the binary image, in which a non-linear fuzzy
function is incorporated. The employment of these three tasks altogether, that
is edge detection, Otus’s threshold and adaptive morphology are completely new
and hadn’t been employed before.

• The proposed nuclei segmentation method is also employed to an existing multi-
organ dataset, in order to check its effectiveness over wide variety of dataset.
The quality metrics had shown that proposed nuclei segmentation method out-
performed other existing methods for both of the datasets.
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Figure 4.5: Comparison of various nuclei segmentation methods. First three columns
represents the liver cancer data, last two columns represent multi-organ
data. First row represents the source images. The second row represents
the segmented image by Xu et al. (2016) after Watershed transform, third
row represents the segmented image by Zhao et al. (2021), fourth row rep-
resents the segmented image by Yi et al. (2017), fifth row represents the
segmented image by DIST (Naylor et al. (2018)), sixth row represents the
segmented image by MicroNet (Raza et al. (2019)), seventh row represents
the segmented image by proposed method, 8th row represents the ground
truth of segmented image. For proper visualization of images, 2 x zoom is
preferable.
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CHAPTER 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, first, a global color normalization method was proposed which is mod-

ification of Reinhard method. The notion of fuzzy logic was incorporated in order to

overcome the limitations of conventional Reinhard method. Our proposed color nor-

malization method is novel, because most of the recent existing color normalization

methods are local methods. However, due to unique texture property of H and E stained

histopathology images, we proved that global color normalization method is more effi-

cient than local color normalization method. Moreover, due to employing global color

transformation, time complexity of our method had been reduced significantly. Fur-

thermore, three quality metrics were introduced in order to evaluate the performance of

color normalization, based on the hypotheses. Mathematically, we proved that proposed

FMR method had satisfied all three hypotheses as well as we got the best quality met-

rics compared to other benchmark methods. Hence, we can conclude that our proposed

FMR method has outperformed all other existing color normalization methods.

In the second step of CAD, we proposed a novel unsupervised segmentation method

for liver cancer H and E stained histopathology images. First, a novel edge detection

method, based on computing local standard deviation value, was proposed to extract the

edges of nuclei at multi-scale. Proposed edge detection method was more efficiently

preserving the nuclei boundary and structure than existing gradient based edge detec-

tion method. Moreover, proposed edge detection method was not sensitive to noise,

since the notion of standard deviation (of s x s pixels) were deployed rather than com-

puting gradients. Thereafter, the edge detected image is converted into binary image,

by Otsu thresholding oerpation, which is followed by a novel adaptive morphology fil-

ter in order to refine the segmented image. In novel adaptive morphology filter, size



of the structuring element is robust with the noise present in histopathology images.

Resulting image and evaluation of quality metrics suggested that our proposed segmen-

tation method is outperforming the existing unsupervised methods. Moreover, this is

also found that the performance of proposed nuclei segmentation method is comparable

with the performance of standard deep neural models DIST, MicroNet etc and other

recent methods like SEENS.

5.2 Limitations of Proposed Methods

Despite of having the best quality metrics, the performance of our proposed color nor-

malization method is dependent on some parameters, like all the parameters in fuzzy

function are chosen empirically. First and third hypotheses will be always true by pro-

posed method and not depending on any parameters. However, the second hypotheses

are not always true by proposed method. This can be observed from Table 3.1 and 3.2

that AMCEα and AMCEβ are little bit deviating from zero for some images. More-

over, some of the operations like counting the number of white pixels is more valid for

only breast cancer dataset. Because breast have higher number of fatty tissues which

creates more white pixels in their H and E stained histopathology images. Therefore, we

believe that there is still opportunity to improve the proposed method by incorporating

more generalization.

Our edge detection method is entirely a novel method, because it incorporates the

notion of standard deviation rather than computing gradients. Our pathologists’ group

also suggested that the proposed edge detection method is perfectly capable of preserv-

ing all the boundary structures and shape of nuclei as it was present in the original

image. However, we had to convert the edge detected image into a binary image in

order to evaluate the quality metrics, because the ground truth image is itself a binary

image. Thus, we had to employ post processing method like OTSU’s thresholding op-

eration in order to convert the edge detected image (or grey level image) into a binary

image and thereafter refining that binary image by adaptive morphological filter. We
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believe that due to incorporating morphology operation there will be always little bit

of data loss of nuclei boundaries. However, the edge detected image could be directly

fed into the neural network model or into a classifier model in the next step, because

all the intensity variation of nuclei has been preserved by the proposed edge detection

method. Moreover, by doing that we can reduce the complexity of a deep neural model

considerably because the feature space here would be reduced to nuclei portions only.

5.3 Future Work

The future work of this thesis is explained below.

1. Suitable features which are directly correlated to cancerous cells information,

should be extracted from the segmented (liver cancer) images. We would prefer to

process edge detected (segmented) image, rather than final binary segmented image.

Because intensity variation inside a nucleus also contain important information of can-

cer, according to our pathologists group at KMC, MAHE. Those features can be hand

crafted or they can be automatic. In case of Convolutional Neural Network (CNN), the

model can automatically learn the complicated features and can update the filter weights

accordingly.

2. Thereafter, a supervised classifier (e.g. SVM, CNN like VGG Net, Inception

and Resnet model) can be employed in order to classify between cancerous and non-

cancerous cells, with higher accuracy. Another kind of classification would be to clas-

sify whether the image is associated with 1st grade, 2nd grade or 3rd grade cancer cells.

For that, features might be little bit different. For example, if in an image, nuclei size

and shape are varying significantly and if the nuclei boundary have irregular texture

property, then it’s a significant feature of 3rd grade cancer.

3. Proposed Color Normalization method can be employed prior to feeding the im-

ages into deep neural network model which may reduce the computation complexity of

the classifier a little bit. The proposed color normalization method can also be improved

by incorporating some generalization.
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