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ABSTRACT

Over the last decade, along with intensity images depth images are also gaining pop-

ularity because of its demand in applications like robot navigation, augmented reality,

3DTV, etc. The distinctive characteristic of depth image is that each pixel value rep-

resents the distance from the camera position, unlike optical image where each pixel

represent intensity values. The prominent features of depth images are the edges and

the corners, but it lacks texture unlike optical images. The modern high-end depth cam-

eras provide depth map with higher spatial resolution and higher bit-width, but they

are bulky and expensive. However, on the other hand, the commercial low-end depth

cameras provide lower spatial resolution, smaller bit width, and are relatively inexpen-

sive. Moreover, the depth images captured by such cameras are noisy and may have

some missing regions. To deal with problems like noise and missing regions in the im-

ages, the image processing methods like image denoising and image inpainting can be

used. Super-resolution (SR) methods address the problem of lower spatial resolution by

taking low-resolution (LR) input image and produce high-resolution (HR) image with

minimal perturbation in image details.

In literature, several super-resolution (SR) and depth reconstruction (DR) methods

have been proposed to address the problems associated with these low-end depth cam-

era. We propose few methods to address the above mentioned issues related to the

process of super resolution and restoration of depth images.

Wavelets have been used for decades for image compression, image denoising and

image enhancement because of its better localization in time (space) and frequency.

In the proposed work, a wavelet transform based single depth image SR method has

been proposed. It uses discrete wavelet transform (DWT), stationary wavelet transform

(SWT), and the image gradient. The proposed method is an intermediate stage for

obtaining the high-frequency contents from different subbands obtained through DWT,
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SWT and gradient operations on the input LR image and estimates the SR image.

For super-resolution by larger factors, i.e. ×4 or ×8 or higher, the guided approach

has been used in literature which makes use of the corresponding HR guidance colour

image which are easy to capture. In this work, we propose a HR colour-image guided

depth image SR method that makes use of the segment cues from the HR colour image.

The cues are obtained by segmentation of the HR colour image using popular segmen-

tation methods such as mean-shift algorithm (MS) or simple linear iterative clustering

(SLIC) segmentation algorithms. Like other guidance image based methods, it is as-

sumed that the prominent edges in the depth image coincides with the edges in the HR

guidance colour image. The median of a segment in the initial estimated depth image

corresponding to the segment in the guiding HR colour image is computed. This me-

dian value replaces the depth value in that identified segment of the initial estimated

depth image. After processing all the segments, we get a final SR output with better

edge details and reduced noise. Bilateral filtering can be applied as post processing to

smooth the variations at the abutting segment regions. The initial estimate of the SR

depth image is derived from LR depth image using the following two approaches. The

first one is with bicubic interpolation to the required spatial resolution and the SR pro-

cess which uses this is referred as LRBicSR method in this work. The other method

maps the LR points on to the HR grid and super resolves; this method is referred to as

LRSR method.

Processing of sparse depth images involves two stages namely DR and SR in that

order. This framework of DR followed by SR is called as DRSR method and is challeng-

ing. The sparse depth images used for processing may have sparseness range between

1% and 15% of the total pixels. Processing of very sparse depth images of the order

of 1% is highly challenging and has been reasonably reconstructed. The corresponding

RGB images have been used for guiding the reconstruction process. Two approaches

have been proposed to estimate the unknown depth values in the sparse depth input.

First one being the plane fitting approach (PFit) and the other being the median filling

approach (MFill). This work also shows that guidance based methods are useful in

overcoming the effect of noise in depth images and inpainting of the missing regions in
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the depth images.

Literature contains SR methods for intensity images that use a set of training images

to learn the HR-LR relationship. In this work, a learning based method has been pro-

posed where algorithm learns the image details from the HR and LR pairs of training

images using Gaussian mixture model (GMM). It has been observed from the con-

ducted experiments that, for larger SR factors, the learned parameters do not help much

in learning the finer details. So, hierarchical approach has been proposed for such fac-

tors and the approach tend to give better SR image quality.

The anisotropic total generalized variation method (ATGV) available in the litera-

ture is an iterative method and the quality of the SR image so obtained with this method

is dependent on the number of iterations used. A simple and less computationally inten-

sive Residual interpolation method (RI) has been used as a preprocessor for ATGV. The

computational complexity of RI is comparable to the computational intensity of classi-

cal bicubic interpolation method. RI provides a better initial estimate to the ATGV. It

has been observed that the proposal of cascading the RI as a preprocessor reduces the

number of iterations, converges faster to achieve the better SR image quality.

For experimentation, we have used the freely available Middlebury depth dataset,

which has depth images along with their corresponding registered colour image. An-

other dataset used is Kitti dataset which has depth images of outdoor scenes. Real-time

depth images captured from Kinect camera and ToF camera has also been used in the

experiments to show the robustness of the proposed methods. The LR image is gen-

erated from the ground truth (GT) image by blurring, downsampling and adding noise

to it. Several performance metrics e.g. peak signal-to-noise ratio (PSNR), structural

similarity (SSIM) and root mean square error (RMSE) have been used to evaluate the

performance.
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CHAPTER 1

INTRODUCTION

1.1 BRIEF DESCRIPTION OF SUPER-RESOLUTION

Digital images are growing tremendously. Capturing digital images have become very

easy with just a click of a button. Digital cameras have evolved over past few years

from a heavy and bulky cameras to a very compact and portable devices. The modern

optical cameras are capable of capturing intensity images at a very higher resolution.

The image capturing mechanism of such cameras are based on the principal of optics

where light rays from the light source falls on the object and the reflected rays are

captured by the camera sensor. The charge-coupled device / complementary metal-

oxide semiconductor (CCD/CMOS) image sensor decodes the received reflected analog

rays into digital pixel values using analog-to-digital (ADC) converters to estimate the

intensity values at all the pixel location. The images are assumed to be captured from

a pin-hole camera. Such an imaging system is thought of as a transformation from 3D

world to a 2D image.

In recent years, the high resolution display devices have also grown exponentially

from VGA to HD-720 to HD-1080 and more. To deal with such devices one need to

have high-resolution (HR) acquisition system which meets the display requirement. The

resolution of image has become an important aspect now. Along with optical images,

the depth images are also becoming popular because of its huge demand in real-time

applications like robot navigation, human machine interaction (HMI), automotive driver

assistant, gesture interfaces, deictic references in augmented reality, 3D modeling, 3D-

TV and many more. In spite of the huge demand for depth images the depth cameras

are not able to reach the potential capabilities offered by the modern optical cameras in

terms of the spatial resolution and other functionalities.



Resolution

Resolution is the capability to observe the smallest object with distinct boundaries. In

general, resolution refers to the number of pixels on a sensor plate. It can be broadly

classified into pixel resolution, spatial resolution, spectral resolution, temporal reso-

lution and radiometric resolution. Pixel resolution is defined as the number of active

pixels on an image sensor. The pixel resolution is more if there are more number of

active pixels on an image sensor plate. An image with 640 pixels in width and 480 pix-

els in height has total of 640x480 = 307200 pixels (0.3 megapixels). Spatial resolution

is defined as the ability to resolve lines closely placed. A low spatial resolution image

will not be able to differentiate between two objects placed relatively close together as

compared to a high spatial resolution image. Spectral resolution is the ability to resolve

spectral features and bands into their separate components. Temporal resolution refers

to the ability to distinguish the events at different points in time. A video of 1 second

time with 30 frames gives less distinction of events as compared to 300 frames. Ra-

diometric resolution determines how finely a system can distinguish between intensity

levels. An 8-bit system can distinguish 256 intensity levels. This thesis will be focusing

only the spatial resolution unless otherwise specified.

Depth Image

Depth images have special property which makes it distinct from the optical images. In

depth images, each pixel represent the position of an object from the camera position.

The modern depth cameras available in market, some of which are shown in Figure 1.1

are the cameras which capture depth images based on the principle of time-of-flight

(ToF).

The depth cameras have different hardware setup to capture the depth image. It does

not rely on the optical source for illuminating the scene, instead it uses infrared (IR)

signal to estimate the depth of the object. Typical wavelength range of IR signal is from

1µm to 103µm. The depth cameras work on the principle of ToF. These cameras have
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(a) SwissRanger 4000 (by
MESA Imaging

(b) CamCube (by PMD
Technologies)

(c) Kinect (by Microsoft)

Figure 1.1: Time-of-flight (ToF) depth cameras

an IR projector and an IR sensor, where the IR projector sends an IR pulse and the IR

sensor receives the reflected pulse from the object. The time difference between sending

and receiving IR pulse announce the depth of the object from the camera position. For

instance, the depth of the scene (in meters) from the camera is given by Eq. 1.1,

Dmax =
c

2
.
∆φ

2πf
(1.1)

where, c is the speed of the light (2.9 × 108 m/s), ∆φ is the phase angle between the

transmitted and received signal, and f is the frequency of the signal.

From the principle of ToF for depth imaging, the time difference between the emit-

ted pulse and received pulse denote the distance of the objects in the scene from the

camera position, as shown by Eq. 1.1. Hence, every pixel with valid value represent the

object distance. The real-time depth images gets affected by the noise. To remove the

noise from the image, we must know the type of the noise and its associated parameters

like mean and variance. From our experiments, we observed that the probability density

distribution (pdf) plot of a planer patch follows Gaussian distribution than the Rayleigh

or any other distribution.

Depth images can be displayed in two ways. One is, the closer objects are displayed

with darker shades of gray level, and farther objects are displayed with brighter shades

(called display-1 here). It is based on the the actual distance of the object from the cam-

era position. The other way of display is opposite to the earlier one, where, the closer
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objects are displayed with brighter shades and farther objects are displayed with darker

shades (called display-2 here). It is based on the parallax effect where the near objects

displace more and the far objects displace less when the viewing position changes from

either left-to-right or from right-to-left. Example of both the depth images are shown in

Figure 1.2.

(a) Display-1 (b) Display-2

Figure 1.2: Depth image in two different display format

(a) Imaging system of grouped objects (b) Imaging system of distinct objects

Figure 1.3: Image acquisition system

Figure 1.3 shows the importance of depth image over optical image. It shows an

image acquisition system for capturing the intensity images and the depth images in

two different scenarios i.e. with grouped objects, and with distinct objects. The image

acquisition system shown in the figure has two light illuminator (optical and IR illu-

minator) on the right division and two sensors (RGB sensor and IR sensor) on the left

division of the camera rig. The RGB sensor captures optic rays of optical illuminator
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being reflected off the object surfaces to form an intensity image, and the IR sensor cap-

tures the IR rays reflected off the object surfaces to form the depth image. Figure 1.3(a)

shows the imaging mechanism of grouped objects where the objects are placed in a

group such that their projections on the image plane overlaps to some extent. The in-

tensity image might give a hint of the foreground and the background object based on

the hidden portion of the objects, and the depth image also gives a sense of object lo-

cation from the camera position. Here, the importance of depth image over intensity

image is not so clear, because in both the images we could predict the foreground and

background object.

However, in Figure 1.3(b), the objects are placed distinct, and under the assumption

that the objects are of same colour, then the intensity images could not predict the

location of the object, but on the other side, the depth image make more sense of the

objects location. Hence, depth image give the location perspective of the objects in the

scene.

The high-end depth cameras scan the scene column wise, therefore it is more accu-

rate, but it is time consuming because of its depth estimation approach. Such cameras

are not suitable for real-time applications. On the other side, the modern depth cameras

scan the whole scene at once, and it is much faster. Such cameras are suitable for use

in real-time applications, and they are available at affordable price. But the problem is,

these cameras have lower spatial resolution and the images captured are corrupted with

noise and sometimes missing regions.

The resolution of the image is directly proportional to the size of the sensor plate.

The bigger the sensor plate, the higher will be the image resolution. In 1990’s, the cam-

eras were of very low resolution, say 0.3 megapixels (MP), which is a VGA resolution

with image size of 480 × 640 (height × width). Now a days, the optical cameras are

available with higher spatial resolution (nearly 25 MP or more), which is nearly 100

times more as that of depth camera. The huge capacity of sensor plate is because of

the development of the VLSI technology which led to the miniaturization of sensors.

However, this is not the case with modern depth cameras. The images captured from
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modern depth cameras generally suffer from low spatial resolution, and most of the time

corrupted with noise because of the external conditions, and fewer times it will suffer

from missing regions because of occlusion.

For applications like robot navigation, autonomous driving vehicle, etc., low-resolution

images will lead to poor performance. Hence, such images need to have increased spa-

tial resolution such that the objects in the image seem distinct with sharp image bound-

aries. It also needs to be free from noise and the missing regions by some denoising and

inpainting methods. These problems are mostly related to modern depth cameras.

Alternatively, one can use high-end depth cameras which can provide high-resolution

depth images with sharp edges, but it suffers from low frames per second (nearly ∼ 10

fps), which makes it unsuitable for real-time applications. One can still use modern

depth cameras which provide low spatial resolution and high fps (nearly ∼ 30 fps), and

then later use methods to construct higher spatial resolution depth images. The process

of increasing the resolution of an image is called super-resolution (SR).

The low spatial resolution problem seems to have two alternate solutions. Either ma-

nipulate the hardware configuration to accommodate more pixels (called hardware so-

lution), or perform a software based processing to increase the number of pixels (called

software solution). In literature, the software solutions are called the SR method, which

takes LR image as input and produce an HR image as output. In hardware configura-

tion, one can either increase the sensor plate size, or decrease the spacing among pixels

by placing them close enough to accommodate more pixels per area. The former choice

unnecessarily increases the cost of the device and make it more bulkier, and the latter

choice introduce the shot noise in the image. Hence, hardware manipulation becomes

inconvenient. The alternate solution, i.e. software solution, can be used which is based

on processing the captured LR image to estimate an HR image, and it seems to be a

good choice.

Figure 1.4 and Figure 1.5 shows increasing spatial resolution of two separate cases.

Figure 1.4 shows SR of with optical image (cameraman image) as one case, and Fig-

ure 1.5 shows SR of depth images (aloe image) as another case. In these figures, the
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image on the extreme left is an image with lowest resolution (1/16th of full resolution),

and the image on the extreme right is an image with full resolution. One can notice that,

as the spatial resolution increases, the details in the image are also seen more plausibly.

(a) 1/16 (b) 1/8 (c) 1/4 (d) 1/2 (e) Full
(256x256)

Figure 1.4: Increasing spatial resolution of intensity image

(a) 1/16 (b) 1/8 (c) 1/4 (d) 1/2 (e) Full
(352x416)

Figure 1.5: Increasing spatial resolution of depth image

Super-Resolution (SR)

SR is a process of obtaining a high-resolution (HR) image either from single low-

resolution (LR) or from multiple LR images. HR image will always have more number

of pixels as compared to the LR image, which makes the HR image more plausible to

eye and easy to identify or locate objects in it. For instance, given an LR image Y of

size m × n, say, the SR method produces a super-resolved image X̂ of size mq × nq,
where q is the upsampling factor by which the image was enlarged in both x- and y-

directions. Figure 1.6 illustrate super-resolution in the form of pixels on a frame grid,

where the first image grid is viewed as LR image, second image grid is an SR image

upsampled by 2 (q = 2), and third image grid is upsampled by 3 (q = 3).1 Figure 1.7

shows the idea of super-resolution of a depth image, where the input is an LR image of

size m× n, and the output is an HR image of size mq × nq.
1Each box represent a pixel, and they are all of same size in all three cases, which means, the spacing

between pixels are equal.
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Figure 1.6: Camera sensors of equal size with different number of CCD elements. Res-
olution of sensors from L to R: 8×8, 16×16, 24×24

Figure 1.7: Idea of super-resolution with input as LR image and output as HR image.

SR is considered as an ill-posed inverse problem because there does not exist a

unique solution for a given LR input. There can be multiple HR outputs for a given

LR input. The SR problem is also be viewed as under-determined system where there

are fewer equations (pixels in LR image) than the number of unknowns (pixels in HR

image), which results into infinitely many solutions. To find the optimal solution, some

regularization are enforced into the solution to stabilize the inversion of the ill-posed

problem, e.g. smoothness constraints, edge constraints, gradient constraints etc. Fig-

ure 1.8 shows the forward process (HR to LR) and reverse process (LR to HR) to il-

lustrate how LR image is formed first, and then how it is used to reverse the operation

and obtain the HR image. The forward process is the imaging model which is used in

generating LR image from HR image, and the reverse process depicts the SR problem

of obtaining the HR image from the LR input image by inverting the model to estimate

the factors that produced the input. Eq. 1.2 shows the mathematical representation of

SR as an ill-posed problem,

y = Ax (1.2)
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where, y is the observed vector, x is approximate solution which is inaccessible directly,

and A is an operator. The solution to Eq. 1.2 is typically found using x̂ = A−1y, where

x̂ is the exact solution, but since A−1 is not continuous, so there does not exist any

solution, or there exist a solution but not stable because a small change in the observed

input y lead to large change in output x.

HR
Image

LR
Image

Forward Process

Reverse Process

X

Y

Figure 1.8: Forward and inverse process for HR-LR image

1.2 SUPER-RESOLUTION PREVIEW

Super-resolution (SR) is a class of method for increasing the resolution of an image

such that the details in the image are seen clearly. Generally, the images captured from

low resolution camera have poor quality as it is difficult to distinguish the objects in

the image. The reason is that, the low resolution camera sensor receives many reflected

signals from the scene but many gets averaged on the single pixel on the sensor to

estimate a pixel value. This happens at all the pixels location on the sensor. Had there

been more pixels on the sensor receiving the same set of reflected signals, it would

have generated more pixel values for those reflected signals which could have made the

object look clearer and distinct.

Resolution plays a crucial role in many scenarios, e.g. in surveillance to detect the

persons face, or in medical surgery to locate the operating locations with high accuracy,

and many more to list. The recent technology has shown the ability to produce the

powerful digital optical cameras with high spatial resolution, but on the other side the

depth cameras are not able to cope up with the trend.
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Initially, super-resolution techniques were proposed for intensity images where they

use multiple LR images to construct a single HR image. Such methods, in literature, are

called multiple image super-resolution (MISR). These LR images were assumed to be

sub-pixel shifted from each other. Under this condition, each LR images contain some

extra information about the scene. Fusing these images helps in extracting the unique

information from each input images which helps in reconstructing the HR output image.

The quality of the solution found by such techniques could be improved further if there

are more number of such LR images, thereby combining unique information from all

of those multiple LR images and produces a better HR image.

There are some classical interpolation methods which are used for increasing the

image resolution. These are ,nearest neighbor (NN) interpolation, bilinear intepolation,

bicubic interpolation, spline interpolation (or bicubic spline), polynomial interpolation,

lanczos interpolation, etc. These methods are briefly explained in Appendix A for the

sake of brevity.

Other than these classical interpolation techniques, there are several other methods

to super-resolve the intensity images, e.g. using sparse representation (Yang et al., 2010;

Yin et al., 2013), using gradient prior (Sun et al., 2008, 2011), using training examples

(Freeman et al., 2002; Kim and Kwon, 2008), using self training examples (Glasner

et al., 2009), using implicit transformed self examples (Huang et al., 2015), using deep

learning (Dong et al., 2016; Lim et al., 2017; Kim et al., 2016), etc.

Recently, depth images are gaining popularity because of its need in several applica-

tions. As modern depth cameras produce LR depth image and does not cater to the need

of the mentioned applications, the existing optical image based super-resolution meth-

ods had been tried and tested on depth images to generate a spatially high-resolution

depth image. Direct porting of optical based SR methods implemented for optical im-

ages are not trivial, because depth images have different properties as compared to

optical images. The SR methods on depth images were experimented with some mod-

ifications, as the set of methods and approaches proposed for intensity images might

not work perfectly for depth images as these images are of different modalities alto-
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gether. Many methods have been proposed for depth image SR which preserves the

edge discontinuities, because edges are the prominent features of a depth image.

1.3 IMAGE MODELING

Low-Resolution Image Model

The low-resolution image model is a mathematical model which is used to model the

low-resolution image from the ground truth (GT) image. This model is used only LR

image generations which is used as inputs to the proposed SR methods. This kind of

model replicates real-time depth camera environment. There are depth image datasets

e.g. Middlebury dataset (Scharstein and Szeliski, 2002)) and few other datasets which

contains high-resolution depth images with its corresponding registered colour images

of the same scene. The Middlebury dataset provide images with different resolution

levels, i.e. from full-resolution images (with approximate size of 1100 × 1300) to one-

third resolution (with approximate size of 350 × 450). These images are treated as

high-resolution GT images. For obtaining the observed LR images, we apply the LR

imaging model on these GT images which is mathematically represented as shown by

Eq. 1.3,

Y = DBX +N , (1.3)

where, X is the HR GT depth image and Y is its downsampled LR depth image which

is obtained by applying blurring operation (B) and downsampling operation (D), and

added noise (N ). The operation matrices B andD can be used interchangeably because

of their cumulative properties.

Since we are observing the LR image Y as degraded image of the GT image X ,

the SR method should produce a solution X̂ , which is as close to the GT image X as

possible. This is not the case with real depth camera, as it will have build-in model-

ing parameters which generates an LR image with all the real effect of low-resolution,

noise corruption and missing regions. Since it has no GT image to compare to, so the
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subjective evaluation is performed for the proposed method for such real-time images.

The Eq. 1.3 used in the thesis is only to synthesize the LR image, and it has not been

used in any form in the proposed methods for depth reconstruction or for SR of depth

images.

Sparse Low-Resolution Image Model

For dense depth reconstruction and its super-resolution problems, the input has few

random visible pixels on the input image. For dense depth reconstruction problem

(also called DR), the input and the output resolution is same. In a similar way, super-

resolution problem from sparse LR input (also called DRSR), the input is downsampled

version of the output resolution by the amount equal to upsampling factor.

For generating input image for DR problem, Eq. 1.5 is used, where y is the GT

image and ỹ is the sparse depth input, and S the sparse generating operator. Similarly,

for DRSR problem, Eq. 1.4 and Eq. 1.5 is used to generate the sparse LR image, where

the first equation (Eq. 1.5) is used to generate the LR image, and the second equation

(Eq. 1.5) is used to generate the sparse LR image.

y = DBx+ η (1.4)

ỹ = Sy (1.5)

where, x (q2mn× 1), y (mn× 1) and ỹ (mn× 1) are lexicographical ordered HR, LR

and LR point cloud images respectively, q is the upsampling factor, B (q2mn× q2mn)

is blur matrix, D (q2mn× q2mn) is downsample matrix, η (mn× 1) is a additive noise

vector, and S (mn×mn) is the point cloud sampling matrix with ones and zeros.

For a given sparse LR image ỹ (mn × 1), we execute the DR module to produce

ˆ̃y (mn×1). The dense depth map output ˆ̃y (mn×1) is then mapped onto the HR grid to

produce x̂mid (q2mn×1), on which the SR module is executed to produce x̂ (q2mn×1),

where q is the upsampling factor.
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1.4 MOTIVATION AND CHALLENGES

Motivation

In past, the obvious techniques to estimate the disparity maps were from stereo images.

The stereo images are a pair of left and right viewed images from a slightly different

locations which makes these images non-coplanar. For disparity map estimation, first

these two images need to be registered such that all the regions in the left image have

their corresponding similar region in the right image in a space confined to the hori-

zontal search (Lucas et al., 1981). This approach is very time consuming, and might

results in a miss correspondence at smooth regions which give rise to errors in final

disparity map. There were many modifications being done to avoid the miss match by

considering the bigger patches to render accurate match correspondence by utilizing

lesser search space. All these disparity estimations methods are pixel based methods

as disparity values were computed by minimal aggregating value at each pixel. There

are other reasons like occlusion, large saturated areas and repetitive patterns, thats why

stereo correspondence still lack in generating accurate 3D (one can arguably call it

2.5D). There are recent methods on deep learning (Luo et al., 2016) which finds the

marginal distributions over all possible disparities for each pixel, and it is viewed as

multi-class classification. Since these disparity map from stereo images will be of same

size as that of the size of the stereo image, the spatial resolution of the disparity map is

not a worry, but still it will be corrupted with irregularities at the edges.

Since disparity map estimation from stereo images is a challenge, the recent trend

to capture 3D information of a scene is by using ToF depth cameras because of its con-

venient use and low cost. However, these modern depth cameras capture depth images

which suffer from low spatial resolution, noise and some issues of missing regions,

as discussed earlier. Moreover, depth images are used in many applications includ-

ing some real-time applications, e.g. in applications related to robot navigation and

autonomous driving vehicle, depth images are necessary to guide the system for obsta-

cle detection, localization and decision making. In machine vision, the depth images
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are used for various purposes, e.g in surveillance to determine the present/absence of

person, or count the number of persons/objects in the zone. In medical domain, the

patient positioning and movement monitoring for therapy is observed using depth im-

ages. Other applications which include measuring and detecting goods, or for human

safety to monitor workers in proximity of dangerous equipments, all need depth images

to have make accurate and effective decisions. The depth image based applications de-

mand high-resolution depth images to have better accuracy which neither the modern

depth cameras meet the requisite criterion to serve the purpose nor the existing classical

interpolation techniques provide better results because of its implicit averaging It ulti-

mately led to the class of depth image super-resolution to fulfill the need-of-the-hour by

providing super-resolved depth images with improved edge discontinuities.

Challenges

The main challenges in any SR method is to retain the image details. The image details

are mainly composed of edges, corners, and textures. Most of the existing methods try

to retain the image details as maximum as possible, but it becomes more challenging

with increasing upsampling factor.

Precisely, depth images lack texture features, but most importantly, the prominent

features in the depth images are the depth edge discontinuities and depth precision.

Depth edge discontinuities are seen at the edges of the objects where they are placed at

different depth levels. Depth precision is seen on the side walls, lower floor and upper

ceiling where the depth linearly increases as we move deep into the scene.

As discussed earlier, depth images not only suffer from lower spatial resolution,

but they also suffer from noise and missing regions. The noise is introduced majorly

because of the external parameters when IR signal is reflected back from the object sur-

face to the IR sensor. There can also be internal parameters which are internal to the

cameras mechanical system, which when in operations introduces noise. As the exact

distribution of noise is unknown, denoising the depth image is a challenge. However,

there are sufficient work which have considered random noise distribution and assume
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that the original image was corrupted with similar kind of noise. Another issue is the

the missing regions issue, which can either be an irregular missing region or a regular

missing region. Irregular missing regions are because of unreachable locations or re-

flecting surfaces in the scene, and regular missing regions are at the object boundaries

because of the scene occlusion.

1.5 RESEARCH OBJECTIVES

Based on the literature review and the challenges and short coming of existing SR meth-

ods, the following research objectives were framed to push the results to a better level.

The research objectives composed for this thesis are related to depth image restoration

and enhancement.

Objective-1: The first objective is to propose a wavelet transform based single depth

image SR method. Wavelets are well known in the field of image processing for de-

noising problems by extracting features from a finer level to a coarser level. With this

hope, the first objective is to extract some edge features in multiple directions and use

them to obtain an SR image.

Objective-2: Another objective set out is to propose an SR method for depth image by

utilizing the corresponding HR colour guidance image segment cues. As most of the

existing intensity SR methods work with an initial bicubic interpolated image or the

LR points spread sparsely in uniform way on HR grid, the objective is to follow the

same practice of bicubic interpolated images or sparsely spread LR points on HR grid

as starting image, but by utilizing the segment cues from the corresponding HR colour

guidance image.

Objective-3: Depth reconstruction from sparse depth data is a challenge, and this sce-

narios is very much useful for low transmission bandwidth setting where there is not

enough channel space to send the complete data. Instead, only a sparse (very few) depth

data is send. This scenario becomes more challenging at the receiving side as it needs to

reconstruct the full image with only sparse depth data available. Further, the aspiration
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is to use the same concept of guidance colour image for super-resolving an LR image

with only few random sparse points. The inherent objective of this method is also to

see if it can be applied to address other depth image related problems like depth image

denoising and depth image inpainting.

Objective-4: Learning HR-LR relationship helps in knowing the implicit linking of the

LR patch with its associated HR patch. The next objective is to learn such HR-LR

relationship from the set of training images., and use the learned HR-LR relationship to

compute the SR image of an unseen LR image Such techniques have been heavily used

in the field of SR, and rendered promising results.

Objective-5: The iterative SR methods performance majorly depends on its input. As

many such methods either take bicubic interpolated image or the sparse points uni-

formly spread over HR grid. The aim is to use some better initial input which is faster

and easy as bicubic interpolation.

1.6 IMAGE DATASET

There are few freely available dataset of depth images which is widely used in the field

of depth image super-resolution and the one which is well suited for our work is the

Middlebury depth image dataset (Scharstein and Szeliski, 2002, 2003). This dataset

has several varieties of collection of depth images varying from depth images of planar

object to the images of objects of varied shapes and sizes. As discussed earlier, it has

images of three different resolutions, i.e. full resolution, one-half resolution, and one-

third resolution. Another dataset which has both depth images and its corresponding

colour images is Kitti dataset. The images in this dataset are synthetic images of outdoor

scenes.

There are some synthetic depth image, refer Mac Aodha et al. (2012), which we

have explicitly used for training purpose. Because, these images are of bigger resolution

(∼ 800×800) with sharp edges at the object boundaries. There are also few real-time

depth images in low resolution available for free download, which was proposed by
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Ferstl et al. (2013) in their work. These images are available with their corresponding

HR colour images.

Apart from freely available depth images from dataset, we have collected few real-

time depth images from Kinect depth camera solely for the purpose of testing the pro-

posed SR methods.

1.7 PERFORMANCE METRICS

For comparing the SR results with the GT image, we chose peak signal to noise ratio

(PSNR) and structural similarity (SSIM) (Wang et al., 2004) as the performance metrics

to show the effectiveness of the proposed method in generating the SR output image.

Mean squared error (MSE) performance metric is also used to measure the performance

of the proposed SR method. Metrics MSE and PSNR are calculated between estimated

output image and the ground truth image. These are pixel based goodness measure of

the estimated output and the ground truth. The mathematical formulation of MSE and

PSNR is represented in Eq. 1.7 and Eq. 1.6 as,

PSNR = 10 log10

(
MAX2

I

MSE

)
(1.6)

MSE =

∑
i,j(Î(i, j)− I(i, j))2

m× n (1.7)

where, Î is the estimated output and I is the ground truth image of size m× n, MAXI

is 255 for an 8-bit image, and l(·), c(·) and s(·) are the luminance, contrast and structure

functions respectively.

SSIM is another performance metric which is used in our work to measure the per-

formance of the proposed SR methods. Unlike pixel based measure, SSIM considers

the luminance, contrast and structure between the estimated output and the ground truth

image. SSIM measure is more close to the the subjective measure as it incorporates

the sense of human visual system (HVS). The mathematical equation if represented as
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shown in Eq. 1.8.

SSIM = f(l(x, y), c(x, y), s(x, y)) (1.8)

The qualitative measure used here are full reference image quality assessment (FR-

IQA) measures, as it require the reference image to quantify the quality of the output

image.

1.8 THESIS CONTRIBUTION

The contribution of the thesis is as follows:

• Wavelet transforms (e.g. DWT and SWT) are explored along with the combina-
tion of gradient information in horizontal and vertical direction to extract image
details from an input LR image for producing better and sharp super-resolved
output HR image.

• For SR related problems, the HR guidance colour image corresponding to the
same scene for LR depth image has shown good results in super-resolution do-
main in the recent past. So the use of HR guidance colour image has been ex-
plored to provide local segment cues obtained by applying simple and robust
segmentation methods like mean-shift (MS) algorithm or simple linear iterative
clustering (SLIC) algorithm on the guidance image.

• A similar approach of using HR guidance colour image has been explored for
the scenarios where the extra step of computing an initial HR estimate is not
considered. In such case, the input LR image will be treated as sparse LR image
when laid on the HR grid.

• The use of colour guidance image which can provide sufficient cue has been ex-
plored for dense depth reconstruction from very sparse depth data. The guidance
image is used only to extract the local information in the image based on the
colour information. However it is utilized under the assumption that the objects
at different depths have different colours.

• There have been many approaches on super-resolution from input LR image, but
SR from sparse LR has seen less growth mainly because of its challenging task.
It is very much useful if it is required to send lesser data (sparse LR image) and
still reconstruct the HR image at the receiving end. Towards this objective, the
use HR guidance colour image has been explored for dense reconstruction and its
super-resolution in a single framework.

• Learning LR-HR relationship from the training exemplar images have been ex-
plored using Gaussian mixture models (GMM). The learned model is then used
to perform the super-resolution task on a given input LR image.
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• Other common problems of modern depth cameras i.e. denoising and inpaint-
ing, have also been addressed using the guidance colour image. For denoising,
different levels of noise have been considered, starting from low noise standard
deviation of 1 to high noise standard deviation of 10. For depth image inpainting
problem, different types of missing regions have been taken into consideration,
e.g. random missing region, structural missing region, real time Kinect captured
depth images and random hand scribbled missing regions.

• Better initial tentative estimates are important for iterative methods. For depth
image SR problem, a cascade approach has been explored, which is constructed
by combining residual interpolation (RI) method and anisotropic total generalized
variation (ATGV) method in a single framework. Here, the RI method output is
used as an initial estimated HR output, and the ATGV method produces an accu-
rate HR output in an iterative manner over the previously generated HR output.

• The proposed methods have been experimented on depth image from multiple
dataset without noise (σ=0) and with added noise (σ=5). The SR results are
shown for SR upsampling factor ×2, ×4 and ×8 in almost all experiments.

1.9 THESIS ORGANIZATION

The thesis is organized as follows:

Chapter 2 presents some of the existing depth image super-resolution and depth re-

construction methods. This chapter briefly review the existing literature, and categorize

the depth super-resolution and depth reconstruction methods into different classes.

Chapter 3 presents a wavelet based single depth image super-resolution. It uses dis-

crete wavelet transform (DWT), stationary wavelet transform (SWT), and the gradient

information of the initially interpolated LR image. Using this information collectively,

an intermediate stage has been proposed to enhance the high-frequency subbands to re-

cover the HR image for both noiseless and noisy scenarios. The proposed method has

been validated on Middlebury dataset for different upsampling factors (i.e. 2, 4 and 8),

and it is shown to be superior when compared to some related DWT and SWT based

SR methods. Encouraging performance of the approach has also been demonstrated on

noisy depth images also.

Chapter 4 demonstrates the use of HR guidance colour image for depth image super-

19



resolution. The presented method can be categorized into two classes based on the type

of the input it takes. First type of input is an LR depth image which is bicubically inter-

polated, and the second type of input is an LR depth image mapped onto the HR grid of

desired resolution with equal spacing between the known depth pixels. In this work, the

HR colour image is segmented using well-known segmentation approaches such as MS

or SLIC segmentation approach. The approach begins with a highly over-segmented

color image. Using these local segments as cue to estimate the depth values, a median

filling approach is employed on initially estimated SR image. The presented method

also demonstrate hierarchical approach for higher upsampling factors. A bilateral fil-

tering is followed as an end module in the SR pipeline to remove any artifacts at the

abutting regions of the local segments by carefully preserving the edge discontinuities.

In Chapter 5, a relatively simple and efficient methods for depth reconstruction from

very sparsely sampled random depth data has been presented. The proposed meth-

ods exploit the segmentation cue obtained from a registered colour image of the same

scene. The depth reconstruction method uses two different approaches to estimate the

unknown pixels. First approach is the plane fitting (PFit) approach, which involves cost

computations on plane-fitted on depth values over local segments; and second approach

is the median filling (MFill) approach, which computes median of depth values in a

local segment region. It utilizes MS and SLIC segmentation methods for segmenting

the guidance colour image. Results of dense depth reconstruction from as low as 1% of

available depth data has been presented. The variant methods presented here has been

compared with recent related state-of-the-art method and shown results both qualita-

tively and quantitatively. This chapter also presents the the problem of super-resolution

from sparse LR input (DRSR). It combines DR and SR problem together. It poses com-

paratively more challenge when compared with DR or SR problems alone. For SR with

higher upsampling factors, a hierarchical approach has also been presented. It is also

shown that the proposed guidance based depth restoration method can also be used to

address other depth image related problems like depth image denoising and depth im-

age inpainting. For denoising problem, various levels of noise has been considered and

shown the comparable results with other standard denoising methods. For inpainting
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problem, various kinds of missing regions have been considered like random missing

region, structural missing region, real time Kinect captured depth images and random

hand scribbled missing regions, which demonstrates the robustness of the methods.

In Chapter 6, a Gaussian Mixture Model (GMM) based single depth image super-

resolution method is presented. GMM has proven to be a good model for unsupervised

clustering method which is based on the probability distribution. It has been widely

used in image restoration, clustering and regression problems among others. The ad-

vantage of this unsupervised GMM technique has been utilized to address the problem

of single depth image SR. For training the GMM model, a set of HR and LR image pairs

are concatenated to form a matrix which is fed to GMM model for training. The inher-

ent relation between the HR and the LR patches are captured by the covariance matrix

which helps in deriving the HR patch for the input LR test patch. Further, Expectation-

Maximization (EM) iterative algorithm is adopted to estimate the parameters, which

guarantee the convergence of the Gaussian modeling on the given data of pair of HR

and LR patches. For higher upsampling factors, a hierarchical approach of GMM train-

ing has been demonstrated. The learned GMM model is tested on several depth images

from Middlebury dataset. The effect of GMM training over different number of Gaus-

sian mixtures has also been studied. The upsampling results are quantified based on

qualitative and quantitative performance metrics.

Chapter 7 describes the proposed initial estimate for iterative SR methods. The

initial estimated SR output plays a crucial role in obtaining the finer SR output with

rich details. Since the iterative SR methods use the output from their previous step

and use it in their next step, the output in the previous step should have maximum

details which can be transferred to the next step. The proposed method used residual

interpolation (RI) method as an initial stage which gives a better initial SR output as

compared to other methods. The output of RI method is then fed to the next stage. The

next stage is a anisotropic total generalized variation (ATGV) method which is proven

to be good for iterative SR methods. It utilizes the anisotropic diffusion tensor to guide

the upsampling. The proposed cascade approach of RI with ATGV gives better results

as compared to these methods when considered alone.
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Finally, Chapter 8 concludes the thesis and some future directions.

All the proposed method for either depth super-resolution or for depth restoration

uses different techniques to achieve the task. The first method proposed was SRDWT

which utilizes the implicit information from a single input LR depth image. It estimates

the high-frequency details to get the super-resolved output HR depth image. When the

super-resolution factor requirement is small (say ×2) and there is insufficient computa-

tional resources, in those cases the wavelet based SR method would be the best choice.

It might not achieve good results for higher upsampling factor because it provide very

less information as we decompose the image to higher levels (higher than 1).

If the upsampling factor is large, one has to look for some extra input of source to

guide the super-resolution process. In such cases, the proposed HR guided image based

super-resolution (LRBicSR or LRSR) can be used. The only requirement of this method

is it needs two input, one is the LR depth image itself, and other is the HR guidance

colour image of the same scene.

There can be some instances where capturing the dense depth map need more time

because of the cameras high computation time. Instead, one can capture only sparse

depth map and restore the dense depth map. Here, the guided image of the same scene

will provide the cue for dense depth restoration.

Instead of using guidance image for cue, there are some recent methods which

makes use of training images. If there are enough training images to train a model

and enough computation resources to perform training, then one can choose the pro-

posed SRGMM method to get better SR results. GMM will be first trained with known

images of LR-HR patch pair, and in the testing phase the learned model try to predict

the HR patch for the corresponding unseen LR patch.

In few of the proposed methods discussed above, the bicubic interpolation was used

to get an initial SR estimate. If there is some better initial estimate which gives im-

proved results and as computationally less expensive as bicubic interpolation, it would

be the best choice for iterative methods for SR. The proposed method ATGVMod does

exactly the same. The use of residual interpolation (RI) gives an initial estimate of SR,
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which is then fed to ATGV module to iterative SR. Such a cascade network converge

faster.
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CHAPTER 2

LITERATURE REVIEW

1 Super-resolution (SR) is a well studied topic in image processing. SR is an interesting

topic and its inception in the field of image processing and computer vision is around

three decades ago, which was first exercised on intensity images. SR operation was

performed by collecting multiple LR images which are sub-pixel shifted and super-

resolving the reference image, and it is well explored. However, super-resolution for

depth images has been a relatively recent exploration. With the recent demand for depth

images and its related application, the focus has now been shifted to depth image SR.

There are various approaches used to perform depth image SR task. These meth-

ods can be broadly classified into different classes as single depth image SR methods,

multiple depth image SR methods, guidance based depth image SR methods, training

based depth image SR methods. The existing methods in each of these SR classes have

been explained briefly.

Other than SR methods, there are several other existing depth restoration methods

for handling other depth image related problems like sparse depth image, noisy depth

image, and depth image with missing regions. These depth restoration methods can

be broadly classified into dense depth reconstruction from uniform samples, and non-

uniform samples, depth denoising methods, and depth inpainting methods.

2.1 SINGLE DEPTH IMAGE SR METHODS

As mentioned earlier, the interest of depth image super-resolution came with its recent

demand in depth image related applications. At the beginning of this growing research
1Chandra Shaker Balure, and M. Ramesh Kini. ”A Survey–Super Resolution Techniques for Multiple,

Single, and Stereo Images.” Fifth International Symposium on Electronic System Design (ISED-2014).
IEEE, 2014.



field, the existing methods of single intensity image super-resolution were adopted for

single depth image super-resolution, but the usage was not so trivial as both the intensity

and depth image have different properties.

From the intensity image super-resolution perspective, single image super-resolution

method would only require a single image as an input. The SR method would try to

super-resolve it by looking at the intrinsic information in the image. A similar approach

has been followed by Demirel and Anbarjafari (2011a) who propose single intensity

image super-resolution. It was mainly focused on super-resolving the satellite images.

They proposed an intermediate stage to estimate high-frequency content by adding the

difference between the interpolated low-frequency subband of the DWT operation on

LR input image and the LR input image itself to all the interpolated high-frequency

subbands.

A similar work on super-resolution for intensity images was proposed by Demirel

and Anbarjafari (2011b). This method adds the high-frequency components of the SWT

of LR input image to the interpolated high-frequency component of DWT on LR input

image to recover the high-frequency details.

These methods mentioned from literature were proposed for intensity images. As

we have used these methods to compare it with our proposed single depth image super-

resolution methods, we have discussed these here.

In literature, there are many research papers which claim to be a single depth im-

age super-resolution methods, but intrinsically they use some kind of learned parame-

ters from the some other datasets. For the reason that this section presents only those

method which purely uses single image as input without any additional information,

those methods which claim to be single image super-resolution methods have been dis-

cussed in other sections below.

Performing super-resolution with only single image is not so trivial, so the work in

this class is very limited. The conventional approach to increase the resolution of the

image (without any additional input or information) is the interpolation method. There

are various kinds of interpolations methods, e.g. nearest neighbor interpolation, bilin-
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ear interpolation, bicubic interpolation, lanczos interpolation and more. These methods

server the purpose of increasing the resolution, but the resultant image suffer from blur-

ring artifacts as these methods smoothen the image details. They act like a low pass

filter, where the high frequency contents in the image, like sharp edges and corners, get

smoothened, but it reduce the noise (as noise is high frequency content) to some extent.

2.2 MULTIPLE IMAGE DEPTH SR METHODS

Super-resolution from multiple images require multiple LR images. One of the LR

image is considered as a reference image which needs to be super-resolved by fusing

unique information from other LR images. This method can be advantageous if there

are multiple such LR images, and they are sub-pixel shifted with each other and the ref-

erence image. These methods are also considered as motion-based SR methods because

the LR images which are used as inputs are the result of the motion (slight motion) of

the camera or the hand while capturing the images. The non-redundant sampling in-

formation from the other LR image is fused together to estimate the information at the

unknown pixel on the HR grid. The assumption is that each LR image would contain

some unique information due to their subpixel shifts.

The work of Schuon et al. (2008) show the increase in the X-Y measurement resolu-

tion by utilizing several depth images captured from a minimally displaced viewpoints.

These images were then aligned to bring them to the same plane and subsequently com-

bining them to produce a high-resolution depth image.

X̂ = argmin
X

[
N∑
k−1

‖ DkHkFkX−Yk ‖pp +λΥ(X)

]
(2.1)

where, X is the original depth image, Yk are the LR depth images for k = 1, · · · , N ,

DK is the decimation matrix for downsampling, Hk is blur matrix to introduce blur,

and Fk is the translation operator, Υ(X) is the regularization term with its weight λ.

This minimization problem provides the solution as super-resolved depth image of the
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scene.

The work of Gevrekci and Pakin (2011) is also to increase the spatial resolution of

the depth (or range) image of ToF camera. They use novel multi-exposure data acqui-

sition technique with different integration times. The image with less integration time

gives better foreground and noisy background image. However, image captured with

more integration time capture reliable background but with the expense of saturation

in foreground. They use projection onto convex sets (POCS) algorithm for image re-

construction. Their proposed method apply heuristically selected amplitude constraint

sets on depth image which can be further improved by calibration based constraint set

formation.

A work of Bhavsar and Rajagopalan (2012) proposes two method to address the

problems related to lower spatial resolution of the captured image from the low-cost

scanner, and the problem of long acquisition time of high quality scanners. Their first

method uses multiple LR range images which are relatively-shifted. The motion be-

tween these LR images is served as cue to super-resolve the image. The proposed

SR framework models HR images as Markov random field (MRF). The solution is con-

strained by using inhomogeneous MRF priors. Their method, however, require multiple

LR images and their accurate motion w.r.t. the reference image. Their second method

facilitate the densely depth reconstruction from sparsely measured range data to combat

the long acquisition time of the high-quality scanners.

Work of Kil et al. (2006) proposed a method to improve the surface resolution by

capturing multiple scans from laser range scanner, and then later combining them to

produce a super-resolved image. The subsequent scans were randomly shifted so that

each scan contributes slightly different information to the final model. As they fuse

information from multiple scans, they claim that the noise gets reduced . As mentioned

earlier, such methods require large number of LR scans, which is a challenge. Also,

these methods could not help much to achieve higher SR upsampling factors which

limit its use for applications requiring higher factors of super-resolution.
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2.3 GUIDANCE BASED DEPTH IMAGE SR METH-

ODS

Guidance based depth image super-resolution (DISR) methods are the methods which

make use of a secondary images as a guidance image to super-resolve the LR depth

image. Generally, the guidance image would be the input image itself which is used

to estimate the weights of the filters (i.e. domain filter and range filter) as proposed in

bilateral filtering (BF) (Tomasi and Manduchi, 1998). This edge preserving smoothing

BF filter estimate the domain and range kernel based on geometric closeness and pho-

tometric similarity respectively. The domain kernel refers to closeness of pixel values,

and range kernel refers to similarity of pixel values. However, it estimate these kernels

from the same input. Few years later, guided image filtering (GIF) (He et al., 2010) was

proposed to filter the image by using the local linear model. The guidance image can be

the input image itself or another different image. Such methods are becoming popular

because of the easy availability of a rig with two cameras placed side-by-side, with one

as LR depth camera and other as HR optical camera (e.g. rig of three cameras in Li

et al. (2008)). These camera rigs are cost effective, and can be directly used for depth

image super-resolution. As the viewpoint of both the cameras are different, it results in

misalignment of image frames. However, it can be taken care by well established image

registration methods using calibration techniques. However, there are camera rigs like

Kinect, which itself produces registered images.

The DISR methods which use a corresponding HR RGB image of the scene as a

cue have been shown to be quite effective. The work of Diebel and Thrun (2005) super-

resolves an LR depth image by integrating the HR color image in Markov random field

(MRF) graphical model. The intuition behind MRF is that the discontinuities in depth

image often co-occur with the intensity changes in the intensity image. Further, Yang

et al. (2007) employs bilateral filtering on the cost volume computed with the help of the

HR colour image, and Kopf et al. (2007) proposed a joint bilateral upsampling (JBU)

approach where the intensity kernel is applied on the HR colour guidance image, and

it is used to integrate the high frequency information from the guidance image into the
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low resolution depth image. However, JBU method suffers from the problem of tex-

ture copying in the region where there is noise in the smooth region. To prevent this,

an extension of JBU was proposed by Chan et al. (2008), which is termed as noise-

aware filter for depth upsampling (NAFDU). Their filter design is in such a way that it

considers the small neighborhood around the pixel and decide on the filter weights by

using a blending function. Yadav et al. (2014) proposed an improved local approach

using associated color image over GIF to super-resolve the depth image. A method

based on global energy minimization (Ferstl et al., 2013) calculates anisotropic diffu-

sion tensor based on the HR color image and they build their method using MRF and

least squares optimization by incorporating higher order regularization. Such a global

approach, yields good results, but the global regularization based optimization makes it

computationally intensive. The geodesic distances which was used in image processing

applications has also been used for upsampling the depth image Liu et al. (2013) by

finding the affinity measure between the two points (the known points in the sparse HR

depth image grid and the unknown depth points) using geodesic distance. Yang et al.

(2013) proposed a method which combines median filtering and BF filtering, named

joint bilateral weighted median (JBM) filter, for the problem of depth upsampling in

an hierarchical fashion, which claims it to be improving the upsampling accuracy and

reduces the computational complexity.

Later, Garcia et al. (2010) proposed an extension to the JBU method to get away

with the texture copying problem. He found that, limiting the prior information only

from the guidance image itself is not sufficient, hence, he used depth image values

also in estimating the range kernel. He proposed an addition factor for the filter ker-

nel, called credibility map (CM), which is based on the gradient information of the LR

depth input, which assigns lower weights to the pixels along the strips of depth edges.

By using their pixel weighted average strategy (PWAS), they fuse the depth data to-

gether for depth upsampling. Further, Garcia et al. (2011) have proposed a filter which

uses credibility weight of a pixel to decide whether to use the PWAS filter which uses

only guidance image or to use the same PWAS filter but with considering only depth

information, and Garcia et al. (2015) have proposed a unified multi-lateral (UML) filter
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where the reliability weight decides whether to consider kernel with intensity image

(PWASI) or kernel with depth image (PWASD), and thereby improving the accuracy

within smooth regions. Kim et al. (2010) proposed an additional kernel term to the JBU

filter which weigh the similarity in the input depth image. Hua et al. (2016) exploit

local gradient information of input depth image to deal with texture copying problem

of JBU. Park et al. (2014) address depth map upsampling and completion problem by

combining the non-local structure regularization with edge weighting scheme. Yang

and Wang (2012) combines GIF approach and reconstruction constraints to generate

the final HR depth image. Lu and Forsyth (2015) uses HR colour guidance image to

extract segments boundaries and corresponding depth boundaries from the co-aligned

depth image, and each segment in depth image is reconstructed independently using

their smoothing method. Xiao et al. (2015) proposed defocus deblurring and super-

resolution of ToF depth image by regularizing the solution in amplitude and depth space

directly.

2.4 TRAINING BASED DEPTH SR METHODS

There are another set of SR methods which does not require HR guidance image. In-

stead, these methods require a set of HR and LR images (called training dataset) to learn

their intrinsic relationships. Typically, the training dataset consists of large number of

images. Such methods in literature are called learning-based DISR methods. These

kinds of method use external training images to learn image details, and then use the

learned knowledge to reconstruct the HR image of a new unseen LR input. The train-

ing process is typically computationally intensive and the quality of the output depends

mainly on the training images used.

For optical image super-resolution problem, training images based SR methods

were initially proposed for learning implicit relation between the set of HR and LR

images. For instance, the work of Jiji et al. (2004) is based on learning the wavelet

coefficients at finer scales between the the HR and the LR images. Sun et al. (2008)
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learning some edge priors from HR and LR dataset. Other work in the class of training

image based SR methods is by Moon et al. (2015) which uses these training images to

cluster the wavelet subband patches using Neighbor Intensity of Local Binary Pattern

(NI-LBP). The patches from test images are matched with these clusters using Subtrac-

tion of Center from Neighbors - Mean Square Error (SCN-MSE), and the patches from

the closest clusters are used to reconstruct the HR image.

A similar approach for learning the HR-LR relationship has also been explored for

depth image SR problem. Mac Aodha et al. (2012) proposed an algorithm for increasing

the resolution of solitary depth image from synthetic training database. For a given LR

patch, it search for the appropriate HR patch from the database. HR patch selection

is posed as MRF labeling problem. In another work of Li et al. (2014) using training

examples, they disassemble the LR image into parts by matching similar regions from

HR training examples, then assemble these corresponding matched counterparts. Xie

et al. (2016) propose the combination of guidance and training based depth SR method

which is based on patch synthesis. They use patches of edge maps retrieved from HR

training images to obtain an HR edge map through a Markov random field optimization,

and this HR edge map is used as guidance image for depth SR using modified joint

bilateral filter. Recently, deep neural networks have also shown promising results in

the area of depth super-resolution by Song et al. (2016), but these methods require

huge amount of training data and huge computation resource for training over several

days, however, our method does not need either huge training data nor the computation

resources.

2.5 DEPTH RESTORATION FROM NON-UNIFORM

SAMPLES

Depth image super-resolution problem can be considered as depth reconstruction prob-

lem, where the input LR image can be considered as uniformly distributed sparse sam-

ples on the HR grid. Hence, for the sake of brevity, the super-resolution methods from
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uniform samples which were discussed in earlier sections are not discussed in this sec-

tion.

Here, we would consider the methods which were proposed for depth reconstruction

from non-uniform samples. Non-uniform samples comes from randomly picking up

the depth samples from the scene, and these depth reconstruction method would try to

produce a dense depth map. Towards this, following are some methods from literature

which does exactly the same. They consider the input image which has non-uniform

samples in it.

The work on depth image reconstruction reported by Bhavsar and Rajagopalan

(2012) consider examples involving uniform as well as non-uniform sampling. Mandal

et al. (2017) perform depth restoration from less sample uses learned dictionary and

edge preserving constraints, but this method is computationally expensive unlike the

proposed methods which are simple and efficient segment based depth reconstruction.

Mandal et al. (2017) follow sophisticated approaches involving sparse representation

based methods or constructing sub-dictionaries from exemplar images.

A depth reconstruction by Liu et al. (2015), which is called alternating direction

method of multipliers (ADMM), considers sparse representation on wavelet and con-

tourlets, whereas the depth map restoration from under-sampled data (DR-DRU) (Man-

dal et al., 2017) is based on sparse representation by constructing sub-dictionaries from

training images.
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CHAPTER 3

WAVELET TRANSFORM BASED SINGLE DEPTH

IMAGE SUPER-RESOLUTION

3.1 INTRODUCTION

1 2 Wavelet is a brief oscillation which starts from zero, increases and then decreases

back to zero with average value of zero. Wavelets are crafted to have some specific

properties, which when combined with the portion of the signal, used to extract the

information from that unknown signal. Wavelet transforms (WT) are preferred over

Fourier transforms (FT) because WT captures both frequency and time information

in signal (or frequency and location information in image), whereas FT captures only

the frequency information by transforming the view of the signal from time-base to

frequency-base. WT can be considered as windowing technique with variable window

size with long time intervals for more precise low frequency information, and shorter

time intervals when high frequency is needed, as opposed to short-time Fourier trans-

form (STFT) which uses fixed window size. Figure 3.1 show the wavelet transformation

with time on one axis and frequency on another axis.

Wavelets were mostly used for compression and denoising, however, wavelets have

also been used in the field of super-resolution of optical images. Because of the gaining

popularity of depth images and its use in applications like robot navigation, human

machine interaction (HMI), automotive driver assistant and many more, it is necessary

to provide HR depth images to these application for better outcome. However, the

1Chandra Shaker Balure, and M. Ramesh Kini. ”Depth Image Super Resolution - A Review and
Wavelet Perspective.” Computer Vision and Image Processing (CVIP).

2Chandra Shaker Balure, M. Ramesh Kini, and Arnav Bhavsar. ”Single Depth Image Super-
Resolution via High-Frequency Subbands Enhancement and Bilateral Filtering.” Eleventh International
Conference on Industrial and Information Systems (ICIIS-2016) IEEE, 2016.
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Figure 3.1: Wavelet transformation

modern depth cameras (e.g. Mesa Swiss Ranger, CanestaVision, Kinect, etc.) could not

meet the requirement of providing HR depth images, as the depth images captured from

these cameras suffer from lower spatial resolution, noise, and missing regions. Hence,

there is a need of technique which can produce HR image which is free from noise and

missing regions.

Super-resolution methods satisfies the requirement of providing HR images by pro-

cessing the LR images by retaining the image details, e.g. edge discontinuities. The

SR methods for depth image typically target for larger upsampling factors e.g. ×4, ×8

or even ×16 because the depth images have edges as the prominent features, not the

texture unlike optical images (Yadav et al., 2014; Ham et al., 2015; Hua et al., 2016).

This chapter address the problem of SR from a single LR depth image. Interpolation

methods also use single image to super-resolve it to higher factors, but it fails to preserve

fine details in an image as it involves smoothing operation. To overcome smoothing of

high-frequency details in an image, many sophisticated methods have been reported

in literature to improve the interpolation results. Here, a simple and efficient method

for single depth input super-resolution has been proposed as opposed to other existing

depth image SR methods which require extra input in addition to the given LR image.

The additional input can be either in the form of RGB images, training data, or multiple
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LR images.

In literature, there are some wavelet based optical image (not depth image) SR meth-

ods and they operate only on a single LR image (Demirel and Anbarjafari, 2011a,b).

Similar to Demirel and Anbarjafari (2011a,b), there are some more methods which con-

sider only the LR image as input, which are New Edge Directed Interpolation (NEDI)

by Li and Orchard (2001), Wavelet Zero Padding and Cycle Spinning (WZP-CS) by

Temizel et al. (2005) and Complex Wavelet Transform Super-Resolution (CWT-SR) by

Demirel and Anbarjafari (2010). However, these are relatively traditional as compared

to Demirel and Anbarjafari (2011a,b).

The methods of Demirel and Anbarjafari (2011a,b) are closely related to the pro-

posed approach in terms of the number of inputs. However, there are important method-

ological differences, such as using interpolated images, gradients, and bilateral filtering.

The proposed method is presented for depth images, unlike Demirel and Anbarjafari

(2011a,b) which involve optical images. The depth image SR importantly involves

large upsampling factors (e.g. even up to 8 or 16). It is demonstrated that as the upsam-

pling factor increases, the proposed method shows larger improvement over Demirel

and Anbarjafari (2011a,b) as the upsampling factor increases. The performance of pro-

posed method on noisy images has also been shown, which has not been demonstrated

in Demirel and Anbarjafari (2011a,b).

The proposed method uses Discrete Wavelet Transform (DWT), Stationary Wavelet

Transform (SWT), and the gradient operation on the interpolated LR depth image to

recover the HR image. The proposed method is an intermediate stage to enhance the

high-frequency subbands to recover the high-frequency information for HR image re-

construction. Iin the later stage of SR pipeline, bilateral filter (Tomasi and Manduchi,

1998) is employed to reduce the residual noise by preserving the edges gained in the pre-

vious steps. The proposed method has been validated on Middlebury dataset (Scharstein

and Szeliski, 2002) for different upsampling factors (i.e. 2, 4, and 8). It is shown that the

proposed wavelet based SR method is superior when compared to DWT and SWT based

SR methods (Demirel and Anbarjafari, 2011a,b), which unlike the presented method
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have considered only noiseless optical (not depth) images.

3.2 PROPOSED METHOD FOR WAVELET BASED

DEPTH IMAGE SR

The proposed wavelet based SR method tries to enhance the high-frequency compo-

nents in the input image. the enhancement is done by extracting multiple implicit in-

formation like the high-frequency components in different directions by using DWT

(Mallat, 1999), SWT and gradient operations. All these operations are performed on

bicubicly interpolated LR image instead of the LR image itself. Use of bicubic inter-

polation helps in noise reduction, but it blurs the important details in the image. The

lost information can be recovered to an extent by the proposed intermediate stage of

high-frequency content enhancement. Lastly, the bilateral filter (Tomasi and Manduchi,

1998) is employed at the last stage of the SR pipeline, which suppresses the residual

noise and importantly retains the edge information gained from the proposed method.

Here, the proposed method is referred to as SRDWT method.

The block diagram of overall proposed method is shown in Figure 3.2. The proposed

method is divided into four stages, which is initial estimate, high-frequency combina-

tion, image reconstruction and bilateral filtering. Given an LR depth image (DLR) of

size m × n, the proposed wavelet based method super-resolves it to a high-resolution

image (DHR) of size αm× αn, where α is the SR upsampling factor.

3.2.1 Initial Estimate

Given an LR depth image (DLR), the proposed method employs a bicubic interpola-

tion as a first step as opposed to (Demirel and Anbarjafari, 2011a,b) where they apply

DWT and SWT operation on the input LR image itself. Interpolation is the method of

estimating the unknown pixels from known pixels. The lower order curve fitting like

bilinear or nearest neighbor interpolation methods leads to non-smooth variation, and
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Figure 3.2: Block diagram of the proposed wavelet based method for single depth im-
age super-resolution by factor α. The subbandsA,H, V,D and a, h, v, d are
the outcomes of one level SWT and DWT operation respectively. The sub-
bands aI, hI, vI, dI are the interpolated versions of DWT outcomes, fx, fy
are the gradients, and aF, hF, vF, dF are the final subbands for IDWT pro-
cess.

higher order polynomial curve fitting like polynomial interpolation leads to over fitting

the values. Hence, bicubic interpolation is used in the proposed method. Bicubic inter-

polation estimate the values of new data points from the known data points (neighboring

16 pixels) by fitting a smoother surface. It also involves a weighted averaging of nearby

pixels, which yields some smoothing effect in the image. Such a smoothing will indeed
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help in noise reduction, but it also blurs the image details (e.g. edges). The output of

bicubic interpolation method will be treated as an initial HR output and it is represented

by D0
HR. The next stage in the proposed wavelet based SR method will help in gaining

the high-frequencies information.

3.2.2 High Frequency Combination

From the perspective of depth image super-resolution, edges are most important feature

of depth image, unlike textures which is more prominent in optical images. Thus the

essential task in depth image super-resolution is to preserve or improve these dominant

edges while super-resolving the image. The high-frequency combination is an inter-

mediate stage in the pipeline of the proposed method for improving the high-frequency

information. This stage utilizes the contents obtained from DWT, SWT and gradients

operation applied on bicubic interpolated image in the first state of the proposed method.

The initially computed HR depth image estimate (D0
HR) will be further improved by

combining high-frequency content from these three image transformations.

A DWT operation is employed on D0
HR which decompose the image into four sub-

bands, i.e. low-low, low-high, high-low and high-high. The equations 3.1 and 3.2 shows

the wavelet operation on the input image. Here the input image f is convolved with the

basis φ to produce the wavelet output W .

Wφ(j0,m, n) =
1√
MN

M∑
x=1

N∑
y=1

f(x, y)φj0,m,n(x, y) (3.1)

W i
ψ(j,m, n) =

1√
MN

M∑
x=1

N∑
y=1

f(x, y)φij,m,n(x, y) (3.2)

where f(·) is the input image, and φj,m,n(x, y) = 2j/2φ(2jx−m, 2jy−n) andψij,m,n(x, y) =

2j/2ψi(2jx − m, 2jy − n) are the wavelet basis functions with i ∈ {H, V,D}, and

Wφ(j0,m, n) and W i
ψ(j,m, n) are the LL (low-low), LH (low-high), HL (high-low)

and HH (high-high) subbands.
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These subbands are half the resolution of D0
HR, because of the DWT’s implicit

downsampling properties. The LL subband is an approximation band, and the other

three subbands are the high-frequency components of the image in three different di-

rections, viz. horizontal, vertical and diagonal.

One level DWT operation is shown in Figure 3.3 which produces four sub-bands.

DWT decomposition applies low-pass and high-pass filters on the image and produces

approximation, horizontal, vertical, and diagonal subbands. These subbands are also

called coefficients named LL, LH, HL and HH, and these are represented by names

a, h, v and d respectively. The dimensions of all of these subbands are downsampled

to half as compared to the size of the input image. Based on the separable property

of DWT, a 1D DWT can be applied along rows and columns separately. This DWT

operation is applied on the initially estimated HR estimate D0
HR which produces four

subbands a, h, v and d each of size αm
2
× αn

2
. These subbands are further bicubicly

interpolated by a factor of 2 to produce aI, hI, vI and dI each of size αm× αn which

is equivalent to the size of D0
HR.

Figure 3.3: One level DWT operation on an image with low-pass (LP) and high-pass
(HP) filter banks to produce four subbands.

In addition to DWT, the SWT operation is also performed on the same input D0
HR.

The SWT is designed to overcome the lack of translation-invariance of DWT due to

downsamplers (choosing alternate rows and columns) and upsamplers. The upsampling
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is done by interpolating the LR image, where the interpolation is done via convolution

with Haar wavelet coefficients. The SWT operation is similar to DWT operation except

for the downsampling because the subbands (i.e. A,H, V andD) produced by SWT are

of same size as the of the size of the input. The SWT is used to reduce the loss caused

by DWT, as DWT downsamples the subbands which reduces the detailed information

in an image, but SWT might suffer from memory constraints as compared to DWT.

For further improvement in the high-frequency content in the output image, the gra-

dient information in horizontal and vertical direction (fx and fy) of the initial estimated

HR image D0
HR is added to the horizontal and vertical subbands of the DWT and SWT

respectively. The gradient of image I can be represented by Eq. 3.3.

∇I =

fx
fy

 =

 ∂I
∂x

∂I
∂y

 (3.3)

where, the operator ∇ is the gradient operation applied on image I , and fx and fy are

the two components in horizontal and vertical direction.

From Figure 3.2, the horizontal and vertical components, i.e. hF and vF , are the

sum of interpolated horizontal and vertical components of DWT (i.e. hI and vI) with

the horizontal and vertical components of SWT (i.e. H and V ) respectively. Along

with those two components, the hF and vF are further incremented with the calculated

gradients fx and fy to get a sharper and cleaner image. Next, the diagonal components

dI and D are added to produce dF , and finally the image D0
HR is considered as aF . All

these four components will be fed to IDWT module discussed in following section.

Thus, the intermediate stage involves combining the high frequency information

from DWT, SWT and gradient which will help in gaining the image details.

3.2.3 HR Image Estimation

In this stage, an inverse DWT (IDWT) operations has been used to reconstruct the

output HR depth image. This stage takes four subbands (i.e. aF, hF, vF and dF ) each
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of size αm × αn, and produce an output image whose resolution is higher by a factor

of 2 (i.e. 2αm× 2αn).

The IDWT operation on these four components gives output which is double than

the required size for the upsampling factor α, thus, the final stage in the proposed

method is the bicubic downsampler which downsamples the output of IDWT by a factor

of 2 to get the desired HR image.

In literature, the SR methods which uses DWT (Demirel and Anbarjafari, 2011a)

and SWT (Demirel and Anbarjafari, 2011b) apply wavelet transform operation directly

on the input LR image itself. On the other hand, the proposed method employ the

bicubic interpolation on the input LR image to produce an initial SR imageD0
HR, which

has less noise and more image content. Thus, it is believed that the inputs to IDWT

module (i.e. aF, hF, vF and dF ), as shown in the block diagram in Figure 3.2, are

relatively improved in terms of noise and image details.

3.2.4 Bilateral Filtering

While the bicubic interpolation can smooth some noise in the input image, it is not

sufficient for heavy noisy in LR images. Hence, bilateral filter (BF) (Tomasi and Man-

duchi, 1998) has been used as a final stage to reduce the noise level thereby retaining

the gained edges from previous steps. The choice of filter is important, as it is desired

that the details recovered in the previous stage does not get affected by any filtering

operation. Bilateral filter is known to perform well in this respect. The BF filter is a

non-linear edge preserving smoothing filter which is defined as in Eq. 3.4,

Î(x) =
1

Wp

∑
xi∈Ω

I(xi).fs(‖ xi − x ‖).fr(‖ I(xi)− I(x) ‖), (3.4)

where I is the input image and Î is the estimated noise free image, fs(·) and fr(·) are

the spatial and range domain filter, Ω is the window size around pixel x, and Wp is the

normalization factor. For an image I of sizem×n, the variance of the spatial filter σs is

chosen as min(m,n)/16 and the variance for range filter σr is chosen as 0.1∗(max(I)-
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min(I)). Filtering at a pixel is done by estimating the filter weights which depends on

the spatial domain and range domain kernel. The final output will be super-resolved

and noise free with, arguably, better details in the output HR depth image.

The pseudo code of the proposed method is shown in Algorithm 1 whose input is a

low-resolution depth image DLR and the output is the super-resolved depth image DHR

which is upsampled by ×α factor.

Algorithm 1 Pseudo code of the proposed method for depth image SR by factor α
1: INPUT: LR depth image DLR of size m× n.
2: Initialize; D0

HR=bicubic(DLR, α)
3: Estimate gradient; [fx, fy] = grad(D0

HR)
4: Apply DWT; [a, h, v, d] = dwt_level1(D0

HR)
5: Apply SWT; [A,H, V,D] = swt_level1(D0

HR)
6: Interpolate the DWT subbands; [aI, hI, vI, dI] = bicubic_interp(a, h, v, d)
7: Add the horizontal, vertical and diagonal subbands of DWT and SWT respectively

to get hTemp, vTemp and dF .
8: Add hTemp and vTemp with the gradients fx and fy of D0

HR respectively to get
hF and vF .

9: Apply IDWT; [Dtemp
HR ] = idwt_level1(aF, hF, vF and dF )

10: Downsample the output Dtemp
HR ; [DHR] = downsample(Dtemp

HR ).
11: if DLR was noisy then
12: DHR = bilateral_filter(DHR) . only for noisy image
13: end if
14: OUTPUT: HR depth image DHR of size αm× αn.

3.3 EXPERIMENTAL RESULTS AND DISCUSSIONS

This section present the SR results obtained from the proposed SRDWT method on sev-

eral depth images taken from a popular depth image dataset of Middlebury (Scharstein

and Szeliski, 2003), and its comparison with closely related DWT and SWT based SR

methods (Demirel and Anbarjafari, 2011a,b). As the source code for these methods

are not available for reproduction, it has been reimplemented to the best of the knowl-

edge by utilizing all the information provided in Demirel and Anbarjafari (2011a,b).

While these methods use Daubechies wavelet basis, it is reimplementated using Haar

and Daubechies to maintain the consistency for comparisons purpose with the proposed
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SRDWT method. Both the qualitative and quantitative results are shown, where PSNR

and SSIM metrics are used to evaluate the performance of the SR methods. The results

are demonstrated on both noiseless and noisy depth images.

The observed LR image is generated using the LR image model (Eq. 1.3) mentioned

in Chapter 2. As mentioned earlier also, the LR image model is used only to generate

the LR image, and it is no-where used in the reconstruction phase of the proposed SR

method. From Eq. 1.3, the blurring filter B is a Gaussian filter with filter size of 7 × 7

and standard deviation of 1.6. The added noise is normally distributed with mean 0

and standard deviation 5. The experiments were performed with the popular wavelet

basis of haar and Daubechies. Generally, haar is preferred in the case of SR problem,

because it suites better for images with edges, whereas Daubechies have fixed filter

values which makes it unreliable for SR problem.

The qualitative SR results for upsampling factor ×4 are demonstrate on depth im-

ages cones, art and reindeer. The SR outputs shown in Figure 3.4, Figure 3.6 and

Figure 3.8 are of noiseless images of cones, art and reindeer respectively. Similarly,

the SR outputs shown in Figure 3.5, Figure 3.7 and Figure 3.9 are of noisy images of

cones, art and reindeer respectively. The qualitative results shown in these figures are

obtained using haar wavelet basis.

In all the figures mentioned above, the top-row shows the output image obtained

from different SR methods against the GT image, and the bottom-row shows the cropped

and zoomed portion of the respective images in top-row. It can be seen clearly that the

SR output produced by the proposed SRDWT method looks sharper than the com-

parative methods from Demirel and Anbarjafari (2011a) and Demirel and Anbarjafari

(2011b). As it can be observed (especially in the zoomed-in regions) that the proposed

SRDWT method performs better than Demirel and Anbarjafari (2011a) and Demirel

and Anbarjafari (2011b) in terms of less perturbations at edges.

For noisy images, it can be seen from the SR results that the SRDWT method per-

forms well in retaining the depth edges, and in addition, it reduces the noise (thanks

to the bicubic initial estimate and the bilateral filter). Which also mean that, the haar
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wavelet proves to be efficient for decomposing the image with edges as prominent fea-

tures and used in wavelet based super-resolution task as it shows intrinsic relationship

with super-resolution problems.

Table 3.1 and Table 3.2 shows PSNR and SSIM results for noiseless and noisy cases

respectively. It shows the SR results for upsampling factors 2, 4, and 8. The average

PSNR and SSIM has also been calculated over the set of chosen test images, it clearly

shows that the proposed method outperforms DWT based SR method (Demirel and

Anbarjafari, 2011a) and/or SWT based SR method (Demirel and Anbarjafari, 2011b).

Using Daubechies as wavelet basis, the proposed method perform 2.34 dB better

than Demirel and Anbarjafari (2011a) and 5.89 dB better than Demirel and Anbarjafari

(2011b), as opposed to using Haar wavelet basis for which the proposed method per-

forms 2.25 dB and 3.84 dB better than Demirel and Anbarjafari (2011a) and Demirel

and Anbarjafari (2011b) respectively for noiseless case for SR upsampling factor ×8,

and in fact the proposed method shows better results (more difference) at higher up-

sampling factors. Note that the improvement is consistent for all upsampling factors.

It is also noted that the results with the Haar wavelet basis performs better than the

Daubechies wavelet basis for all approaches.

The competence of the proposed SRDWT method can be seen in the graph shown

in Figure 3.10(a) and Figure 3.10(b) on noiseless and noisy images respectively. The

graph shows the average PSNR value computed from Table 3.2 and Table 3.2 over all

the test images chosen for experimentation.

3.4 SUMMARY

The proposed wavelet transform based single depth image super-resolution is simple

yet effective method. It improves the high-frequency content of output image via en-

hancing the high-frequency subbands obtained from DWT and SWT operation on input

LR image, which is then combined with the gradient information extracted from the

input LR image. The proposed method is divided into four stages. The initial bicubic
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(a) GT (b) DWT (c) SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.4: SR results comparison for upsampling factor×4 on noiseless (σ = 0) depth
images Cones. Top row: Ground truth, DWT (Demirel and Anbarjafari,
2011a), SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom row:
zoomed region of the above images respectively.

(a) GT (b) DWT (c) SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.5: SR results comparison for upsampling factor ×4 on noisy (σ = 5) depth
images Cones. Top row: Ground truth, DWT (Demirel and Anbarjafari,
2011a), SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom row:
zoomed region of the above images respectively
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(a) GT (b) DWT (c) DWT-SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.6: SR results comparison for upsampling factor ×4 on noiseless (σ = 0)
depth images Art. Top row: Ground truth, DWT (Demirel and Anbarja-
fari, 2011a), SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom
row: zoomed region of the above images respectively.

(a) GT (b) DWT (c) SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.7: SR results comparison for upsampling factor×4 on noisy (σ = 5) depth im-
ages Art. Top row: Ground truth, DWT (Demirel and Anbarjafari, 2011a),
SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom row: zoomed
region of the above images respectively
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(a) GT (b) DWT (c) DWT-SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.8: SR results comparison for upsampling factor×4 on noiseless (σ = 0) depth
images Reindeer. Top row: Ground truth, DWT (Demirel and Anbarjafari,
2011a), SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom row:
zoomed region of the above images respectively

(a) GT (b) DWT (c) SWT (d) Proposed

(e) (f) (g) (h)

Figure 3.9: SR results comparison for upsampling factor ×4 on noisy (σ = 5) depth
images Reindeer. Top row: Ground truth, DWT (Demirel and Anbarjafari,
2011a), SWT (Demirel and Anbarjafari, 2011b), Proposed. Bottom row:
zoomed region of the above images respectively
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Figure 3.10: Average PSNR result comparison of proposed SRDWT method with other
SR methods for several upsampling factors on both noiseless (left) and
noisy (right) images. Notation ×i nj basis indicates upsampling factor i,
noise standard deviation j, and wavelet basis function basis.
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Table 3.1: PSNR/SSIM comparison of SR by factor 2, 4 and 8 on noiseless depth im-
ages (σ = 0)

Factor Images
Using Daubechies Wavelet Basis Using Haar Wavelet Basis
DWT SWT Proposed DWT SWT Proposed

×2

Cones 35.53/0.96 30.37/0.94 36.44/0.97 36.22/0.96 33.50/0.94 36.63/0.97
Art 30.75/0.91 27.35/0.87 31.25/0.92 31.04/0.91 28.85/0.88 31.49/0.93
Reindeer 33.57/0.95 28.88/0.93 34.30/0.97 33.97/0.96 30.53/0.94 34.51/0.97
Aloe 33.21/0.94 29.90/0.91 33.54/0.95 33.41/0.95 31.79/0.93 33.73/0.96

Average 33.27/0.94 29.13/0.91 33.88/0.95 33.66/0.95 31.17/0.92 34.09/0.96

×4

Cones 30.88/0.89 26.96/0.86 33.06/0.95 31.38/0.91 29.28/0.87 33.08/0.95
Art 26.34/0.76 23.77/0.72 28.40/0.88 26.47/0.78 24.77/0.75 28.46/0.88
Reindeer 29.39/0.88 25.46/0.83 31.16/0.94 29.60/0.89 26.78/0.86 31.19/0.94
Aloe 28.71/0.86 26.04/0.81 30.07/0.92 28.69/0.86 27.30/0.84 30.12/0.92

Average 28.83/0.85 25.56/0.81 30.67/0.92 29.04/0.86 27.03/0.83 30.71/0.92

×8

Cones 27.05/0.77 23.78/0.72 29.57/0.92 27.32/0.80 25.57/0.76 29.58/0.92
Art 22.54/0.56 20.33/0.50 24.75/0.81 22.49/0.59 20.89/0.57 24.76/0.81
Reindeer 25.11/0.73 21.96/0.66 27.62/0.91 25.30/0.77 23.22/0.75 27.65/0.91
Aloe 24.06/0.71 22.49/0.66 26.19/0.87 24.07/0.73 23.14/0.73 26.22/0.87

Average 24.69/0.69 22.14/0.64 27.03/0.88 24.80/0.72 23.21/0.70 27.05/0.88

Table 3.2: PSNR/SSIM comparison of SR by factor 2, 4 and 8 on noisy depth images
(σ = 5)

Factor Images
Using Daubechies Wavelet Basis Using Haar Wavelet Basis
DWT SWT Proposed DWT SWT Proposed

×2

Cones 29.24/0.57 27.16/0.54 34.29/0.95 29.36/0.58 28.04/0.53 34.22/0.95
Art 27.50/0.55 25.40/0.50 30.67/0.92 27.60/0.56 26.07/0.50 30.65/0.91
Reindeer 28.61/0.55 26.34/0.51 33.25/0.95 28.71/0.55 26.93/0.50 33.22/0.95
Aloe 28.57/0.57 26.90/0.53 32.04/0.94 28.61/0.58 27.46/0.52 32.01/0.93

Average 28.48/0.56 26.45/0.52 32.56/0.94 28.57/0.57 27.13/0.51 32.53/0.94

×4

Cones 28.47/0.65 25.74/0.61 31.95/0.94 28.72/0.66 27.14/0.61 31.95/0.94
Art 25.25/0.57 23.07/0.51 27.70/0.87 25.36/0.58 23.89/0.52 27.73/0.87
Reindeer 27.47/0.63 24.53/0.57 30.20/0.93 27.61/0.64 25.45/0.58 30.18/0.93
Aloe 27.03/0.63 24.95/0.57 29.17/0.91 27.02/0.63 25.82/0.59 29.20/0.91

Average 27.06/0.62 24.57/0.57 29.76/0.91 27.18/0.63 25.58/0.58 29.77/0.91

×8

Cones 25.94/0.62 23.22/0.55 29.39/0.92 26.19/0.64 24.60/0.58 29.41/0.92
Art 22.03/0.46 20.00/0.39 24.50/0.81 22.01/0.48 20.52/0.43 24.52/0.81
Reindeer 24.36/0.58 21.58/0.50 27.25/0.91 24.50/0.60 22.60/0.54 27.27/0.91
Aloe 23.41/0.57 21.97/0.50 26.00/0.87 23.48/0.58 22.50/0.54 26.02/0.87

Average 23.94/0.56 21.69/0.49 26.79/0.88 24.05/0.58 22.56/0.52 26.81/0.88

estimation stage helps in providing better content to the high-frequency enhancement

stage and some noise robustness. The bilateral filter in the final stage also helps in

noise reduction while preserving the edges enhanced by the intermediate stages. Vari-

ous experiments conducted on depth images from Middlebury dataset demonstrate the

potential of the proposed method in performing the super-resolution task on noiseless

and noisy cases. The proposed method has been compared with some related DWT

51



and SWT based super-resolution methods, and the proposed method found to be much

superior amongst all.

It is realized from the experiments that wavelet based method will distort the SR

output for higher upsampling factors. It has motivated to make use of some extra source

of information to boost the SR results. In the next contributory chapter it is shown that

how an input LR image along with the HR guidance image is used for super-resolution.

The idea of combining the LR depth image and HR colour image is in existence, and

lately it can be seen in set up like Microsoft Kinect where both the depth camera and

the optical cameras are mounted on same rig.
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CHAPTER 4

DEPTH IMAGE SUPER-RESOLUTION USING HR

GUIDANCE COLOUR IMAGE

4.1 INTRODUCTION

1 Commercially available modern time-of-flight (ToF) depth cameras cannot obtain

high-resolution depth images. The images captured by these cameras generally suf-

fer from lower spatial resolution, noise and missing regions. On the other hand, the

sophisticated depth cameras could capture high-resolution depth images, but they have

intensive capturing time which makes it unsuitable for real-time applications.

In literature, there are methods which makes use of some guidance image to improve

the resolution of the LR depth image. The guidance image can be any other high-

resolution image so that the SR method can be able to extract some information from it

and super-resolve the LR depth image to have sharp edges. The guidance image can be

in the form of gray image, colour image, or the depth image itself. Several depth image

SR methods have used HR guidance colour image because obtaining the depth image

along with the colour image is easy with current camera technology. In many cases,

the depth cameras are integrated with the optical cameras on a same rig e.g. Microsoft

Kinect, so that it can readily capture LR depth image and HR colour image of the same

scene. Most of the cameras of such construction produces registered images, however,

there can be cameras which does not have inbuilt image registration module, in that case

these images (LR depth image and HR colour image) need to be registered externally.

The proposed method described here belongs to the class of SR methods which

utilize a corresponding registered HR color image of the same scene. The overview
1Chandra Shaker Balure, M. Ramesh Kini, and Arnav Bhavsar. ”Depth Image Super-resolution with

Local Medians and Bilateral Filtering.” Eleventh International Conference on Industrial and Information
Systems (ICIIS-2016) IEEE, 2016.



of the HR guidance colour image based depth image SR is shown in Figure 4.1. Such

methods assume that the edges in the colour image coincide with the edges in the depth

image. This assumption is valid as most of the camera setup comes with two cameras

(depth camera + optical camera) on a same rig and they are capable of producing a

co-planar images where the dominant edges of both images (depth image and optical

image) coincides.

Figure 4.1: Depth image upsampling aided by the HR color image.

The HR guidance colour image for depth image SR is preferred mostly over multiple

image based depth SR methods or training example based depth SR methods. The

reason is that, in multiple image based depth SR methods more number of LR images

are required to find the non-redundant information from each one of the LR image to

fuse it into the final HR image. Similarly, in training example based depth SR methods

a large training dataset is required to learn the mapping of HR-LR intrinsic features

such that the learned mapping can correctly estimate the corresponding HR patch for a

never seen LR patch.

In guided image based methods for SR, the HR colour image is the second input

along with the LR depth image. The assumption is that both LR depth image and HR

colour image are registered with each other. It means that they are co-aligned with each

other such that the prominent edges in the depth image coincide with the edges of the

colour image. The correspondence between these two images gives more advantages to

learn the prior (e.g. edge prior, gradient prior, etc.).

The proposed SR method presented here is a simple yet effective method which use
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segmentation of the HR guidance color image to represent such discontinuities and lo-

cally smooth regions. As compared to other guidance based SR methods, the proposed

SR methods has simple local operations and is quite efficient. Note that, the crux of

the proposed method is in the explicit consideration of segments rather than filtering,

which enforces to produce sharper edge regions. While it does produce some artifacts

near the discontinuities, the use of bilateral filtering is used to mitigate such artifacts.

Note that the use of filtering is only used as post processing. The results are demon-

strated for noiseless and noisy images, which is typically not considered in existing

guidance based SR methods (except in NAFDU method (Chan et al., 2008)).

The proposed HR guidance colour image based SR method is demonstrated with

two different variants. The first variant method is called LRBicSR, and the second

variant method is called LRSR. In a nutshell, the LRBicSR method takes an input LR

depth image, which is then bicubically interpolated to the resolution equivalent to the

resolution of the guidance image. It is treated as an initial estimate for the proposed SR

method. On the other hand, LRSR method takes an LR depth image and it is mapped

on the HR grid by uniformly placing the LR depth points.

Further, the segments in the HR guidance color image are computed using popular

segmentation method i.e. mean shift algorithm (Comaniciu and Meer, 2002) and simple

linear iterative clustering (SLIC) (Achanta et al., 2012). These segments are used as a

cue to super-resolve the LR depth image to the resolution equivalent to that of the HR

colour image. Corresponding to each segment of the HR color image, the depth values

for the SR image are computed based on computation of local medians and the values

from interpolated image or the plane fitting approach. While this process yields crisp

edges in the SR depth image, it can also result in some artifacts at the abutting regions

of the segments. To reduce such artifacts, bilateral filter (BF) (Tomasi and Manduchi,

1998) is employed, which is an edge preserving smoothing filter.

It is demonstrated that the proposed guidance based SR method is able to achieve

good localization even at higher upsampling factors (e.g. ×4 and ×8). Interestingly, it

is also demonstrated that such a relatively simplistic approach involving segmentation,
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median estimation, and filtering can also performs well under noisy cases. Moreover,

some variants of the proposed method depending on segmentation methodology (either

MS or SLIC) used for segmentation, and the presence or absence of bilateral filtering,

has also been shown.

4.2 SEGMENTATION ALGORITHMS

This section presents a brief discussion of the foundation process in the proposed method

i.e. image segmentation. Segmentation of colour image is the process of partitioning the

image into well defined segments. Segmentation can be done in many ways, as there ex-

ist many approaches, e.g. region growing segmentation, k-means clustering, mean-shift

(MS) segmentation method, simple linear iterative clustering (SLIC) segmentation. The

segmentation method used in the proposed HR guidance based SR method is the exist-

ing popular segmentation approach i.e. mean-shift (MS) segmentation approach and

simple linear iterative clustering (SLIC) segmentation approach. These segmentation

methods provide a prior information for the SR problem.

Mean-Shift Segmentation Algorithm

The MS segmentation method is a low-level vision tasks, e.g. discontinuity preserving

smoothing, and image segmentation. The MS algorithm is a density estimation-based

non-parametric clustering approach, where, the colour image is converted into L*u*v

colour space. In the transformed colour space, MS algorithm tries to estimate the modes

of the unknown density, and then it clusters the region which is close to the mode density

based on the local structure.

Kernel density estimation (also know as Parzen window technique) is widely used

density estimation method. For a given n input points xi ∈ Rd, where, i = 1, · · · , n,

the multivariate kernel density estimator at a point x, with kernel K(x), and symmetric
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positive definite d× d bandwidth matrix H is given by,

f̂(x) =
1

n

n∑
i=1

KH(x− xi), (4.1)

The zeros gradient (∇f(x) = 0) denotes the mode location, and hence, MS approach is

an elegant way to locate these zeros without estimating the density. The MS algorithm

iteratively performs computation of mean shift vector and translation of kernel window

till it converges to a point which has zero gradient. Initially, all the points are treated

as cluster center (or modes), and after the repeated computation and translation steps, it

converges to the mode point of the density. The Epanechnikov kernel is used, and the

mean shift vector will always point to dense region. On initialization, the mean shift

vector of all the points start to drift towards the maximum increase in the density. As

the kernel window reaches local maxima, the step size taken are small. It can also be

considered as an adaptive gradient ascent method. At the end of the process, all the

colour regions are grouped separately into a segment. In MS procedure, the critical

part is the selection of bandwidth parameter, i.e. spatial bandwidth (hs), and range

bandwidth (hr).

The core steps of MS algorithm is as follows:

1. Define a kernel window around each data point in d-dimensional space Rd.

2. Compute the mean of the data points in each window.

3. Compare the old and the new mean values. If the difference is greater than speci-
fied convergence threshold, then shift the window to the new center by the amount
computed by mean shift vector.

4. Repeat step 3 until convergence.

Figure 4.2 shows the result of colour image segmentation of cones image from Mid-

dlebury dataset (Scharstein and Szeliski, 2002), where first image is the original colour

image, the middle image is the segmented image, and the last image is the segmented

image with region boundary delineated.
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(a) Original image (b) MS segmented image (c) MS segmented image with
region boundary delineated

Figure 4.2: MS segmentation results on cones colour image

Simple Linear Iterative Clustering Segmentation Algorithm

Other than the MS segmentation method the SLIC segmentation (Achanta et al., 2012)

is another method which has been used as alternate method for segmenting the colour

image. SLIC require only one parameter, k, which decides the number of superpix-

els (or segments) required to segment the image. SLIC convert the colour image into

CIELAB colour space to segment the colour image. The distance metric in CIELAB

space is non-trivial. The colour of a pixel is represented by [l a b]T , and its position is

represented by [x y]T in the CIELAB colour space, thus the conventional euclidean dis-

tance in labxy does not work well for different superpixel sizes. Thus, the two distances

(spatial proximity, and colour proximity) are combine into single measure, which can

be represented as:

D′ =

√(
dc
Nc

)2

+

(
ds
Ns

)2

(4.2)

It initialize cluster centers on a regular grid which is S pixels apart, and the grid

interval is S =
√
N/k, where, N is the total number of pixels in the image which

is to be segmented. It uses gradient ascent to iteratively refine the clusters until the

convergence criterion is met to form the required number of super-pixels. Figure 4.3

shows the results of SLIC segmentation on cones colour images.

It can be seen that both MS and SLIC segmentation approaches segments the image

such that the pixels across the object boundaries most likely fall into different segments,

which is essential. This is important for the depth enhancement (either DR or SR ap-
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(a) Original image (b) SLIC segmented image with
region boundary delineated

Figure 4.3: SLIC segmentation results on cones colour image

proaches) to have depth discontinuities (which are essentially at the prominent object

boundaries) coincide with the segment boundaries.

4.3 PROPOSED HR GUIDANCE IMAGE BASED SR

METHOD WITH INITIAL BICUBIC ESTIMATE

This section presents one of the variants of the proposed HR guidance image based

SR method, i.e. LRBicSR. The whole process of LRBicSR method is shown in Fig-

ure 4.4. There are two inputs, one is the LR depth image (DLR) and the second one

is its corresponding HR colour image (CHR). The LR depth image is first interpolated

using bicubic technique to produce DInterp. The MS or SLIC segmentation method is

applied on CHR to obtain Cseg. The segments in Cseg and bicubic values in DInterp are

combined in an intelligent way to fill the segment region in the desired HR grid DSR.

The dimension of each of these input images, intermediate images and the final im-

age are represented as DLR ∈ Rm×n, CHR, Cseg, DInterp, DSR ∈ Rαm×αn. The whole

process of LRBicSR method is divided into four stages, i.e. initial estimate, colour im-

age segmentation, HR depth image estimation, and bilateral filtering, each of which is

discussed in detail in the following sections.
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Figure 4.4: Block diagram of the proposed approach for depth image super-resolution.

4.3.1 Initial Estimate

The proposed LRBicSR method presented here starts with bicubically interpolating the

LR depth image to the dimension equal to that of the HR color image (or that of the

desired SR depth image). While bicubic interpolation can smooth the edges, it preserves

the overall shape, and can serve as a good initial estimate for super-resolution. As depth

images are largely texture less, the depth values can also be directly borrowed from the

interpolated image for reconstructing smooth regions in the SR image (except edge

regions), as it is discusses in following section. In addition, the interpolation process

involves smoothing as well as noise reduction in case of noisy LR depth images.

4.3.2 HR Colour Image Segmentation

For segmenting the HR colour image, well known segmentation methods have been

used, i.e. mean-shift segmentation method (MS) (Comaniciu and Meer, 2002) or simple

linear iterative clustering (SLIC) (Achanta et al., 2012) method.

Employing MS segmentation on colour image produces local segments which are

edge aligned. These can be used as a cue for super-resolving the depth images by
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considering the LR interpolated depth image.

Alternative to MS segmentation, SLIC segmentation method (Achanta et al., 2012)

has also been used. It require only one parameter to set, k, which indicates the number

of superpixels (or segments) required to segment the image. It initializes each cluster

center on a regular grid which is S pixels apart with grid interval S =
√
N/k, where

N is the total number of pixels in the image. It uses gradient ascent to iteratively refine

the clusters until the convergence criterion is met to form the required number of super-

pixels.

From these segmentation methods, the local segments are obtained which are used

as cues to assist in estimating the unknown depth values in the output SR depth image.

4.3.3 SR Image Estimation

The SR image estimation stage uses segmented colour image and bicubic interpolated

depth image, as shown in Figure 4.4. Both the images have same spatial resolution.

In the proposed LRBicSR method, for each segment in the HR color image Cseg, the

corresponding segment region is co-located in the interpolated depth image DInterp.

A difference of the maximum and the minimum depth value in the co-located local

segment of DInterp is computed, as shown in Eq. 4.3,

dsdiff = max(DInterp(s))−min(DInterp(s)) (4.3)

where s denotes the segment with sets of pixel locations, and DInterp(s) denotes the

set of pixel values in a segment s of DInterp, and dsdiff denotes the different between

the max and min depth value for the segment s. The segment region in DInterp is

reconstructed either by taking the interpolated values from the local segment or the

estimated median value of the all the pixels of that local depth segment, which is decided
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by the threshold value τ , which is mathematically shown in Eq. 4.4,

DSR(s) = DInterp(s) if ddiff < τ

= median(DInterp(s)) if dsdiff ≥ τ (4.4)

The case where ddiff < τ indicates that the region corresponding to the segment s

is relatively smooth (not near edges), and thus, copying the bicubic information from

the interpolated depth image is beneficial. On the other hand, ddiff ≥ τ indicates that

a region is either noisy or is close to an edge. As the edge pixels in the interpolated

images are smoothed out, such pixels are included in segments which are nearby edges.

Moreover, in case of noisy images, regions of gradual depth variation also yield a large

ddiff . In such a case, a local median values is used to fill the SR depth image near such

regions. Note that, in this case, a constant value is assigned to a segment in DSR. How-

ever, as the image is over-segmented, the segment size become small, and a constant

depth assumption proves to be a good approximation in such local regions. This indeed

helps us to mitigate the smoothing near the edges as present in the bicubic interpolated

image, and also greatly helps in noise reduction.

The point to note here is that, copying the bicubic values at flat region does not

effect much in the HR output, but if such approach of copying bicubic values at edge

regions is employed then it might degrade the HR output quality heavily. However,

using median values at edge region gives sharper HR output image, but at the cost of

some artifacts if the segment region is not properly aligned with the edges in the HR

colour image. If the similar technique is used for noisy images, then the HR output will

be noisy, as because, in flat regions in noisy depth images, copying bicubic will copy

the noise also, which leads to unnecessary degradation in the HR output quality. Hence,

a reverse technique is used, where, the median value is used at the flat regions in the

depth image, and bicubic values are used at edge regions.

It has been experimentally observed that, for the values of τ that is used, on an aver-

age around 75% of the total number of segments use bicubic values, and 25% of it use

median, which means the majority of the segments are smoother, and copying the bicu-
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bic values from the interpolated LR depth image into the output HR depth image gives

smoother effect (which is what is expected at the smooth regions), and the remaining

regions are filled with the median value of their corresponding segment regions of inter-

polated LR depth image. A similar analysis is done for noisy depth images, where on an

average around 95% of segments are flat, and 5% segments are edgy. Hence the above

concept is reversed, and fill the majority of the segment regions in the super-resolved

depth image with the median value to have a smoother HR depth output. The percent-

age of flat and edgy segments are based on the threshold value τ details of which can

be seen in the results section.

4.3.4 Bilateral Filtering

While the use of local medians yields sharper discontinuity localization in the SR output

image, it is sometimes accompanied by some artifacts. This is due to the fact that the

median computation involves pixels of the blurred edges from the interpolated depth

image. To further mitigate such artifacts, a bilateral filter (BF) (Tomasi and Manduchi,

1998) is employed as a final stage in the proposed SR pipeline. Importantly, as BF filter

is an edge preserving smoothing filter, it helps in reducing noise/artifacts, but by largely

preserving the edge information, unlike the Gaussian smoothing filter which blurs all

the image details. Mathematically, BF filter can be represented as shown earlier in

Eq. 3.4, where I is the input image and Î is the estimated noise free image, fs(·) and

fr(·) are the spatial and range domain filter, Ω is the window size around pixel x, and

Wp is the normalization factor. BF filtering also helps in noisy scenarios by reducing

residual noise in the SR depth image.

The overall proposed SR method is summarized in the pseudo code shown in Algo-

rithm 2.
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Algorithm 2 Pseudo code for guidance depth image SR using MSA segment cues
1: Data: LR depth image DLR, HR colour image CHR
2: Result: SR depth image DSR

3: Initialize DSR = 0
4: DInterp = bicubic_interp(DLR)
5: [Cseg, L]= mean_shift(CHR)
6: for i = L(1) : L(end) do
7: reg = extract_region(Cseg)L(i)

8: valV ector = DInterp(reg)
9: ddiff = max(valV ector) - min(valV ector)

10: if ddiff < τ then
11: DSR(reg) = DInterp(reg)
12: else
13: DSR(reg) = median(valV ector)
14: end if
15: end for
16: DSR = bilateral_filter(DSR)

4.4 PROPOSED SR GUIDANCE BASED SR METHOD

WITHOUT INITIAL ESTIMATE

This section presents LRSR method based on the proposed HR guidance colour image

based SR technique. Here, the LR image is mapped on to the HR grid of the required

spatial resolution. The SR method with such a HR grid input where the depth values are

missing at alternate locations (for ×2) can be treated as depth reconstruction problem.

Figure 4.5 shows the block diagram of LRSR method, where the inputs are similar

to that of LRBicSR method, i.e. LR depth image and the corresponding registered HR

colour image. Unlike LRBicSR method, in LRSR method we do not perform bicu-

bic interpolation to achieve the initial HR image, but instead the LR depth points are

mapped uniformly on the HR grid. This HR grid has a resolution equal to the the re-

quired spatial resolution of the SR output. Here, the LRSR problem is approached in

two ways i.e. directly and hierarchically, where the later approach is especially for

higher upsampling factors. Both these approaches can be seen as depth reconstruction

problem where a dense depth reconstructed output is obtained from a sparse HR grid.

In direct approach of super-resolution, LR image points are laid on the HR target
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Figure 4.5: Block diagram of the proposed LRSR method using guidance colour image.

image grid such that all the points on the HR grid are at equal distance. Irrespective

of the HR image resolution, the LR image points are uniformly mapped onto the HR

image grid. The only difference seen in the HR image grid is the spacing between the

mapped points. For upsampling factor ×2, the LR image points are placed alternate on

the HR image grid, but for higher upsampling factors like ×4 and ×8, the LR images

points are mapped at every 4th or 8th point on HR image grid respectively.

Whereas, in hierarchical approach to super-resolution, the higher upsampling factor

(e.g. ×4, or ×8) are performed in multiples of 2. Irrespective of the upsampling factor,

the LR image points are laid on the HR image grid is only 2 times bigger in spatial reso-

lution. This HR output is further mapped on the HR image grid which is 2 times bigger

than itself to obtain an HR output which is totally 4 times bigger in spatial resolution.

Similar chain of hierarchy is followed until the desired resolution is achieved.

As the SR upsampling factor goes higher, the results produced by hierarchical ap-

proach are better than the direct approach, because direct approach tries to estimate the

unknown pixels at a larger scale, whereas hierarchical approach estimate the unknown

pixels in a step of 2. The retained edges details in every steps are carry forwarded to

the next iteration in hierarchical manner until the desired resolution is achieved. In this

way, for higher upsampling factors, the hierarchical approach produce good results as

compared to the direct approach.
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The proposed method LRSR based on segment cues from HR guidance colour im-

age using direct and hierarchical approach is shown in Figure 4.6 and Figure 4.7 re-

spectively. In both the cases, the LR image points are laid on the HR image grid, and

posed it as a depth reconstruction problem, and the earlier assumption of correspond-

ing registered colour image holds good here too. Figure 4.6 shows direct approach to

super-resolution, where, the LR image points are laid on the HR target image, and the

unknown pixels are estimated by the proposed method, whereas, Figure 4.7 shows hi-

erarchical approach to super-resolution, where, the LR image points are laid on the HR

grid which is 2 times the resolution of the LR image. For higher upsampling factor, the

HR output will be considered as the LR input for the next iteration, and so on. From

hierarchical approach, SR for upsampling factors which are multiples of 2 can only be

achieved. The pseudo code of proposed LRSR method is presented in Algorithm 3.

Figure 4.6: Direct approach of LRSR from LR image mapped uniformly on the HR
grid.

Figure 4.7: Hierarchical approach of LRSR from input LR image mapped uniformly on
the HR grid of double size.
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Algorithm 3 Pseudo code of proposed super-resolution (SR) from LR depth input
1: Input: LR depth image y; Corresponding HR guidance colour image Cx
2: Output: Depth SR output x̂
3: Ground Truth: The original HR depth image x

———- DIRECT approach ———-
4: Initialize: Set x̂ equal to zero, with size same as Cx
5: [Cseg, lb] = segmentation(Cx); % MS/SLIC segmentation approach
6: For each segment labels lbi,
7: Extract corresponding segment region in y, i.e. y(lbi)

8: Estimate median (or plane fit) over visible pixels in the segment of y(lbi), i.e.
local est = MFill_PFit(y(lbi))

9: Fill the segment region with depth value estimated for that local segment, i.e.
x̂(lbi) = local est;

10: Repeat steps 7-9 until all labels are addressed.
———- HIERARCHICAL approach ———-

11: Initialize: Set x̂ equal to zero, with twice the size of input y.
12: Estimate the number of hierarchical levels from SR factor (for SR by ×8, 3 hierar-

chical level for SR by ×2 each)
13: For each Hierarchical level,
14: Perform step 6-10 until target resolution is achieved.

4.5 EXPERIMENTAL RESULTS AND DISCUSSIONS

4.5.1 Results of LRBicSR Method

This section presents the SR results for upsampling factor×4 and×8. For experimenta-

tion purpose, some test images are chosen from popular Middlebury dataset (Scharstein

and Szeliski, 2002, 2003). The SR results are demonstrated for both clean and noisy

input depth images, and these results are compared with standard classical interpolation

method and a popular related state-of-the-art method of guided image filtering (GIF)

(He et al., 2010) which also uses RGB colour images as a guidance image. The quali-

tative and quantitative results are shown, and PSNR and SSIM performance metrics are

used to evaluate the SR methods.

The parameters chosen in the proposed method are determined empirically by a

greedy search over a range of values, and the parameters reported here are those which

yielded the best quantitative results. In MS segmentation, spatial bandwidth (which

decides the smoothing and connectivity of segments) and the range bandwidth (which
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affects the number of segments) are the crucial parameters which were set to 10 and 3

respectively, and edge strength parameter is set to 0.1. For SLIC segmentation, the only

parameter to set is the number of desired superpixels k (or segments), and it is set to

k = 1500 throughout the experiments. The threshold parameter τ , for MS algorithm, is

set to 20 for noiseless images. For noisy images, the whole image is used with segment

median for SR depth image reconstruction. BF filter, which has two parameters, i.e.

the filter window size w and two standard deviations σs and σr for spatial and range

domain filters respectively are set to w = 7 and (σs,σr)=(1,30). For observing the LR

depth image, the LR image model from Eq. 1.3, which was discussed in Chapter 1, has

been used only for LR image generation. The parameters used in the LR image model

are blur filter B), which is set to size [7×7] with standard deviation 1.6, and for noisy

scenario the noise η with standard deviation σ of 5 is added.

The ToF depth cameras (e.g. Kinect, Mesa swiss ranger, CanestaVision, etc.), some-

times have problems of missing pixels which will be marked as black pixels (missing

pixels) in the depth image. These missing pixels were filled using the left most valid

available depth value in that row. It serves the purpose of good qualitative visualization,

but since these pixels are not true values they have been excluded from calculating the

quantitative performances of the SR methods.

The SR results for upsampling factor ×4 and ×8 on noiseless and noisy images are

shown below. Figure 4.8 shows the SR results on noiseless cones depth image, and it

is seen that the overall image quality of the output produced by the proposed method

looks better than the bicubic interpolation and GIF (He et al., 2010) in terms of better

edge preservation. A small region from the output images is cropped and zoomed (inset

in the image) to display a closer look at the details of the super-resolved images. It is

seen that the bicubic interpolated results are blurred at the edges, and the GIF method

produce similar kind of output with blur artifacts near edges, whereas the proposed SR

method preserve edges much better than any other comparative methods. For input LR

images with added noise, the SR results of which is shown in Figure 4.9 on cones depth

image, and it is clearly seen that the noise level in the output of the proposed method is

less as compared to bicubic or GIF output.
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SR for higher upsampling factor is a challenge. Figure 4.10 shows SR results for

upsampling factor ×8 on reindeer depth image, and Figure 4.11 and Figure 4.12 show

SR results for up by ×8 on reindeer and art depth image respectively, which are noisy.

Clearly, it is observed that the proposed method performs well in retaining the overall

structure by well preserving the edges. To remove any residual noise, a BF filter em-

ployed to preserve the gained edges as well as smooth the noise. As seen in the zoomed

image in last-column of Figure 4.12, the nose has sharp edge discontinuity with accu-

rate depth and reduced noise level. Indeed, the performance of the proposed method is

much better for noisy scenario than the noiseless scenario.

(a) GT (b) Bicubic (c) GIF (d) SR-MS-BF

Figure 4.8: SR output comparison of proposed LRBicSR method with other SR meth-
ods for upsampling factor ×4 on noiseless image Cones with zoomed re-
gion inset at bottom-right corner. From left: GT, Bicubic, GIF, Proposed
(SR-MS-BF)

(a) GT (b) Bicubic (c) GIF (d) SR-MS-BF

Figure 4.9: SR output comparison of proposed LRBicSR method with other SR meth-
ods for upsampling factor ×4 on noisy image Cones with zoomed region
inset at bottom-right corner. From left: GT, Bicubic, GIF, Proposed (SR-
MS-BF)

To evaluate the quantitative results of the SR methods, PSNR and SSIM perfor-

mance metrics are used. Table 4.1 and Table 4.2 shows the quantitative results for up-

sampling factor ×4 and ×8 respectively on noiseless and noisy images both. Notation

n0 and n5 indicates noiseless and noisy (σ=5) cases respectively. The highest result in
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(a) GT (b) Bicubic (c) GIF (d) SR-MS-BF

Figure 4.10: SR output comparison of proposed LRBicSR method with other SR meth-
ods for upsampling factor ×8 on noiseless image Reindeer with zoomed
region inset at bottom-right corner. From left: GT, Bicubic, GIF, Proposed
(SR-MS-BF)

(a) GT (b) Bicubic (c) GIF (d) SR-MS-BF

Figure 4.11: SR output comparison of proposed LRBicSR method with other SR meth-
ods for upsampling factor ×8 on noisy image Reindeer with zoomed re-
gion inset at bottom-right corner. From left: GT, Bicubic, GIF, Proposed
(SR-MS-BF)

(a) GT (b) Bicubic (c) GIF (d) SR-MS-BF

Figure 4.12: SR output comparison of proposed LRBicSR method with other SR meth-
ods for upsampling factor×8 on noisy image Art with zoomed region inset
at bottom-right corner. From left: GT, Bicubic, GIF, Proposed (SR-MS-
BF)

each row for each case is marked with bold face. Figure 4.13 shows the comparison of

average PSNR values of the proposed LRBicSR method and its variants with other SR

methods.

Table show the comparison of SR results obtained from bicubic interpolation, GIF
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method, and some variants of proposed method. The variants of the proposed method is

based on using either MS or SLIC segmentation method without or with BF filter. The

proposed SR method using MS segment cues is called SR-MS, and its variant with BF

filter (not as part of the proposed SR pipeline but as a post processing step) is called SR-

MS-BF. Similarly, SR-SLIC and SR-SLIC-BF are variants of proposed method which

uses SLIC segment cues without and with BF filter respectively. It can clearly be seen in

all upsampling cases, and for noiseless and noisy scenario that the variants of proposed

method involving BF filter are performing better than bicubic interpolation and GIF

method. In fact, for noisy cases, all the variants (without and with BF filter) perform

better. Among the variants of the proposed SR method, comparing between using MS or

SLIC segment cues, MS based results are better for most of the images in both noiseless

and noisy cases.

Table 4.1: Comparison of PSNR/SSIM quantitative result of the proposed LRBicSR
method using MS and SLIC segment cues without and with BF filter on
noiseless and noisy images with other SR methods for ×4 upsampling factor

Images Bicubic GIF SR-MS SR-MS-BF SR-SLIC SR-SLIC-BF
×4 n0

Cones 33.12/0.95 33.56/0.95 33.63/0.95 33.93/0.96 33.70/0.95 34.08/0.96
Teddy 35.78/0.97 36.26/0.97 35.94/0.97 36.31/0.97 35.48/0.96 35.95/0.97

Art 28.44/0.88 28.87/0.89 29.45/0.90 29.63/0.91 28.36/0.88 28.63/0.89
Moebius 36.53/0.96 36.89/0.96 36.54/0.96 36.97/0.97 35.46/0.95 36.03/0.96
Reindeer 31.22/0.95 31.70/0.95 31.30/0.94 31.49/0.95 32.07/0.95 32.34/0.96

Aloe 30.11/0.92 30.47/0.93 29.71/0.91 30.03/0.93 30.27/0.92 30.61/0.93
×4 n5

Cones 31.39/0.86 32.44/0.91 33.01/0.92 33.55/0.95 33.12/0.93 33.65/0.95
Teddy 32.90/0.88 34.24/0.93 34.71/0.94 35.47/0.96 34.57/0.95 35.23/0.96

Art 27.72/0.80 28.36/0.85 29.19/0.89 29.43/0.91 28.16/0.87 28.48/0.89
Moebius 33.24/0.87 34.51/0.91 35.48/0.95 36.23/0.96 34.63/0.93 35.45/0.95
Reindeer 29.98/0.85 30.88/0.91 31.05/0.93 31.33/0.95 31.51/0.93 31.91/0.95

Aloe 29.08/0.84 29.76/0.88 29.35/0.89 29.75/0.92 29.92/0.90 30.32/0.92

4.5.2 Results of LRSR Method

The LRSR results for upsampling factor ×2, ×4 and ×8 using direct and hierarchical

approach using MS or SLIC segment cues are presented here. The experimental results

are shown for depth images without noise (σ = 0) and with noise (σ = 5).
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Table 4.2: Comparison of PSNR/SSIM quantitative result of the proposed LRBicSR
method using MS and SLIC segment cues without and with BF filter on
noiseless and noisy images with other SR methods for ×8 upsampling factor

Images Bicubic GIF SR-MS SR-MS-BF SR-SLIC SR-SLIC-BF
×8 n0

Cones 29.59/0.92 29.79/0.93 29.91/0.92 30.13/0.93 30.39/0.93 30.60/0.93
Teddy 31.58/0.95 31.83/0.95 32.47/0.95 32.69/0.96 32.13/0.95 32.31/0.96

Art 24.69/0.81 24.91/0.82 26.28/0.85 26.44/0.87 25.52/0.83 25.70/0.84
Moebius 32.50/0.94 32.71/0.94 33.70/0.95 34.01/0.95 32.68/0.93 32.95/0.94
Reindeer 27.73/0.91 28.02/0.92 29.27/0.92 29.47/0.93 28.83/0.92 28.98/0.93

Aloe 26.17/0.87 26.36/0.88 26.49/0.87 26.71/0.89 26.83/0.88 27.02/0.89
×8 n5

Cones 28.82/0.89 29.12/0.90 29.50/0.89 29.85/0.92 29.82/0.90 30.15/0.92
Teddy 30.28/0.91 30.66/0.92 31.64/0.92 32.08/0.94 31.20/0.92 31.53/0.94

Art 24.38/0.78 24.62/0.79 26.12/0.83 26.30/0.86 25.25/0.80 25.47/0.83
Moebius 31.04/0.90 31.40/0.91 33.03/0.93 33.56/0.95 31.85/0.90 32.33/0.93
Reindeer 27.17/0.88 27.51/0.89 29.08/0.91 29.32/0.93 28.32/0.89 28.56/0.91

Aloe 25.75/0.84 25.98/0.85 26.26/0.84 26.53/0.87 26.52/0.85 26.77/0.87

The SR results are compared among the variants of proposed LRSR method, i.e.

SR-Dir-MFill, SR-Hier-MFill, both of which using either MS or SLIC segment cues,

and they are also compared with bicubic interpolation method and depth map restoration

from under-sampled data (SR-DRU) method (Mandal et al., 2017). SR-DRU method

has used training examples of depth maps to construct a dictionary of exemplars which

is used to restore the HR depth map.

The SR results of variants of the proposed SR method using MS and SLIC segment

cues is compared with classical bicubic interpolation method and depth map restoration

from under-sampled data (SR-DRU) method Mandal et al. (2017). SR-DRU method

have used training examples of depth maps to construct a dictionary of exemplars which

is used to restore the HR depth map. The SR results are shown in Figure 4.14. For

clear visual comparison, their enlarged cropped region has also been shown in the next

column. The images in the second column shows SR results for noiseless scenario, and

fourth column shows SR results for noisy scenario. Both MS and SLIC segment cues

were used for noiseless and noisy scenarios.

On noiseless images, for the SR factor of ×2, the proposed depth SR method pro-

duce results close to the bicubic interpolated images. However, the bicubic interpolation
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Figure 4.13: Average PSNR result comparison of proposed LRBicSR method with
other SR methods for upsampling factor ×4 and ×8 on both noiseless
and noisy images.

does not consider the edges into account while super-resolving, hence the edge and cor-

ner details get blurred, unlike in the proposed method. This effect is even better visible

in higher upsampling factors, e.g ×4 and ×8, as discussed a little later.

On noisy images, our proposed depth SR method does even better in preserving the

edge discontinuities and helps in smoothing the regions with gradual depth variations, as

we operate on a local segment region. Although there are some inaccuracies near edges,

this is mainly because of slight bleeding of segments into the neighbouring regions

which are at different depths but are similar in colour space.

Similar kind of SR results are shown in Figure 4.15 for SR upsampling factor ×4.

Here too, for clear visual comparison, their enlarged cropped region is shown in the

next column. In this case, we compare our SR outputs using direct and hierarchical

approach on noiseless and noisy images which use MS or SLIC segment cues against

bicubic interpolation method and SR-DRU method Mandal et al. (2017).

As it can be seen from the Figure 4.15 that the results are more promising for up-
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sampling factor×4 for both noiseless images (second column) and noisy images (fourth

column). The second column (noiseless scenario) demonstrate the SR results from di-

rect and hierarchical approach. We can observe that the object shapes and depth pre-

cision are maintained, and the edges are crisp. In the fourth column (noisy scenario),

we can observe noise level reduction in the SR output from our proposed method. As

we notice, here the edge discontinuity near the sticks and the head are sharp, and the

overall object shapes and depths are maintained at its best. As noticed even earlier, the

MS segment cues produce comparatively better results than using SLIC segment cues.

At the end of the method, the use of bilateral filter (BF) Tomasi and Manduchi (1998)

has been incorporated to smooth out any irregularities present because of dealing with

local segments, but, the results after BF operation are not shown here.

Table 4.3 shows the PSNR and SSIM performance metric of SR methods on some

selected test images from Middlebury dataset (Scharstein and Szeliski, 2002). The

quantitative results are shown for upsampling factors ×2, ×4 and ×8 on both noise-

less and noisy images. Table 4.3 also provide results of variants of proposed method

(i.e. SR-Dir, SR-Dir-BF, SR-Hier and SR-Hier-BF) using MS and SLIC segment cues

which are compared among themselves and also compared with bicubic interpolation

method and the SR-DRU method (Mandal et al., 2017).

As mentioned earlier, the results of proposed method are comparable to bicubic

interpolation output for upsampling factor ×2 on noiseless images. This is because the

bicubic interpolation of depth images for a small upsampling factor (e.g. ×2) does not

blur the image details to a larger extent. However, as seen in all higher upsampling

factors of ×4 and ×8 on noiseless and noisy images, the proposed method produce

better results both in terms of smoothing the noise and also in terms of maintaining the

edge discontinuities.

For books and bowling images, the depth SR method using MS segment cues results

in a degraded output. The reason for it is that the MS segmentation approach segments

the object and the background as one segment mainly because of high colour similarity

in colour space; where as for the same image, our depth SR method using SLIC segment
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Methods/
Factor ×2 sig0

×2 sig0
(zoomed) ×2 sig5

×2 sig5
(zoomed)

LR

Bicubic

DRU-SR

SR-Dir-MFill
(MS)

SR-Dir-MFill
(SLIC)

GT

Figure 4.14: SR output comparison of proposed LRSR method and its variants with
other SR methods for upsampling factor ×2 using MS and SLIC segment
cues along with their cropped regions.

cues does a better job of maintaining the overall object shape and maintains the edge

discontinuity, as SLIC cues performs on a super-pixels in a local segment region.

Overall, the SLIC segment cues perform better than the MS segment cues, because,

the segments produced by the SLIC segmentation is finer and regular than the segments
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Methods/
Factor ×4 sig0

×4 sig0
(zoomed) ×4 sig5

×4 sig5
(zoomed)

LR

Bicubic

DRU-SR

SR-Dir-MFill
(MS)

SR-Hier-MFill
(MS)

GT

Figure 4.15: SR output comparison of proposed LRSR method and its variants with
other SR methods for upsampling factor ×4 using MS segment cues by
direct and hierarchical approach along with their cropped regions.

produced by the MS segmentation. Even at the high similarity colour regions between

object and the background, the SLIC segmentation produces finer segment. The chances

of segmenting the object region with the background region into one super-pixels are

very less as compared to the number of such instances in MS segmented output. Hence,

SLIC segment cue can generalize for depth images. We also note that, the MS seg-
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ment cues also produces nearly similar results, but the situation get worst when the

object and the background have high similarity in colour space, as opposed to the SLIC

segmentation.

Table 4.3: Comparison of PSNR/SSIM quantitative result of the proposed LRSR
method for upsampling factor ×2, ×4 and ×8 on depth images without and
with noise. Notation×i sigj indicates SR for upsampling factor i on images
with noise standard deviation j. First best results in bold

SR
Factor

Test
Images Bicubic SR-DRU

MFill (MS) MFill (SLIC)
SR-Dir SR-Dir-BF SR-Hier SR-Hier-BF SR-Dir SR-Dir-BF SR-Hier SR-Hier-BF

x2 sig0

Aloe 35.45/0.98 40.56/1.00 31.68/0.96 32.31/0.96 - - 32.07/0.96 32.90/0.97 - -
Art 33.27/0.98 38.31/1.00 32.03/0.96 32.33/0.96 - - 31.14/0.95 31.49/0.95 - -
Baby 40.14/0.99 45.05/1.00 32.93/0.98 33.59/0.98 - - 36.22/0.98 37.31/0.98 - -
Books 41.27/0.99 45.39/1.00 29.04/0.95 29.32/0.96 - - 36.39/0.98 37.47/0.98 - -
Bowling 36.09/0.99 42.02/1.00 20.93/0.91 21.09/0.91 - - 31.17/0.96 32.27/0.97 - -
Cones 39.47/1.00 44.29/1.00 36.31/0.99 36.74/0.99 - - 37.03/0.99 37.92/0.99 - -
Moebius 41.85/0.99 46.34/1.00 36.70/0.98 37.26/0.98 - - 37.86/0.98 38.74/0.98 - -
Plastic 41.33/1.00 46.04/1.00 30.27/0.99 30.29/0.99 - - 40.64/0.99 41.45/0.99 - -
Reindeer 36.37/0.99 41.50/1.00 32.27/0.97 32.52/0.97 - - 35.23/0.98 35.64/0.98 - -
Teddy 42.28/1.00 46.23/1.00 37.30/0.99 37.87/0.99 - - 38.34/0.99 39.27/0.99 - -

x2 sig5

Aloe 32.79/0.85 11.33/0.08 31.49/0.95 32.14/0.95 - - 31.98/0.95 32.76/0.96 - -
Art 31.40/0.84 10.91/0.07 31.89/0.95 32.13/0.96 - - 31.05/0.94 31.33/0.95 - -
Baby 34.62/0.83 11.07/0.04 33.06/0.97 33.76/0.98 - - 35.98/0.97 37.03/0.98 - -
Books 34.88/0.83 10.95/0.04 29.07/0.95 29.36/0.95 - - 36.25/0.97 37.27/0.97 - -
Bowling 33.08/0.83 11.15/0.06 21.02/0.91 21.17/0.91 - - 31.20/0.96 32.24/0.96 - -
Cones 34.47/0.91 11.11/0.17 35.85/0.98 36.47/0.98 - - 36.50/0.98 37.56/0.98 - -
Moebius 35.01/0.83 10.85/0.04 36.33/0.97 36.97/0.98 - - 37.44/0.97 38.30/0.98 - -
Plastic 34.89/0.82 10.87/0.03 30.45/0.98 30.49/0.99 - - 39.98/0.99 40.70/0.99 - -
Reindeer 33.19/0.83 10.95/0.05 32.12/0.96 32.41/0.97 - - 34.76/0.96 35.30/0.97 - -
Teddy 35.13/0.91 10.96/0.16 36.78/0.98 37.56/0.98 - - 37.53/0.98 38.75/0.98 - -

x4 sig0

Aloe 31.84/0.96 38.44/0.99 31.69/0.96 32.32/0.96 30.61/0.95 31.24/0.95 32.18/0.96 33.12/0.96 30.95/0.95 31.74/0.96
Art 30.28/0.94 35.32/0.99 31.79/0.96 32.20/0.96 31.27/0.95 31.84/0.96 31.30/0.95 31.73/0.96 30.50/0.95 31.00/0.95
Baby 36.82/0.98 42.39/1.00 31.19/0.97 31.66/0.98 30.81/0.97 31.32/0.98 35.58/0.98 36.62/0.98 34.76/0.98 35.86/0.98
Books 37.84/0.98 41.55/0.99 28.94/0.95 29.23/0.96 28.43/0.94 28.77/0.95 36.36/0.98 37.51/0.98 35.55/0.97 36.43/0.98
Bowling 32.46/0.98 38.88/1.00 20.91/0.91 21.07/0.91 20.80/0.91 20.98/0.91 30.76/0.96 31.86/0.97 29.45/0.95 30.35/0.96
Cones 36.16/0.98 41.68/1.00 35.97/0.99 36.47/0.99 35.48/0.98 36.15/0.98 35.71/0.98 37.48/0.98 35.40/0.98 36.21/0.98
Moebius 38.42/0.98 43.80/1.00 36.53/0.98 37.09/0.98 36.08/0.98 36.73/0.98 37.93/0.98 39.19/0.98 37.26/0.97 38.30/0.98
Plastic 37.89/0.99 41.55/1.00 30.35/0.99 30.38/0.99 30.25/0.99 30.28/0.99 40.34/0.99 41.27/0.99 40.25/0.99 41.20/0.99
Reindeer 33.06/0.97 38.46/0.99 31.95/0.97 32.25/0.97 31.26/0.96 31.68/0.97 34.16/0.97 35.18/0.98 34.10/0.97 34.91/0.98
Teddy 39.02/0.99 44.13/1.00 37.15/0.98 37.72/0.99 36.58/0.98 37.19/0.98 36.86/0.98 38.89/0.99 37.18/0.99 38.02/0.99

x4 sig5

Aloe 30.44/0.84 29.95/0.69 31.23/0.93 31.93/0.94 30.44/0.93 31.06/0.94 31.72/0.93 32.61/0.94 30.76/0.93 31.48/0.94
Art 29.25/0.83 29.24/0.69 31.45/0.94 31.85/0.95 31.05/0.94 31.57/0.95 30.99/0.93 31.38/0.94 30.36/0.93 30.82/0.94
Baby 33.33/0.84 30.42/0.64 31.11/0.96 31.66/0.97 30.93/0.96 31.47/0.97 34.70/0.95 35.74/0.96 34.18/0.96 35.21/0.97
Books 33.82/0.84 30.40/0.65 28.94/0.94 29.26/0.95 28.16/0.94 28.52/0.95 35.56/0.96 36.68/0.96 34.96/0.96 35.81/0.97
Bowling 30.93/0.84 30.16/0.65 20.98/0.91 21.14/0.91 20.84/0.91 21.01/0.91 30.59/0.94 31.62/0.95 29.44/0.94 30.29/0.95
Cones 33.11/0.86 30.34/0.70 35.05/0.96 35.81/0.97 34.90/0.97 35.63/0.97 34.96/0.96 36.67/0.97 35.14/0.97 35.91/0.97
Moebius 34.03/0.84 30.45/0.65 35.71/0.96 36.44/0.97 35.48/0.96 36.18/0.97 36.59/0.96 37.74/0.96 36.42/0.96 37.32/0.97
Plastic 33.82/0.84 30.44/0.63 30.42/0.98 30.45/0.99 30.33/0.98 30.37/0.99 38.33/0.97 39.12/0.98 38.51/0.98 39.31/0.98
Reindeer 31.26/0.84 29.92/0.66 31.69/0.95 32.04/0.96 31.12/0.96 31.54/0.96 33.48/0.94 34.50/0.96 33.63/0.96 34.39/0.96
Teddy 34.24/0.86 30.49/0.68 36.01/0.97 36.87/0.97 35.95/0.97 36.64/0.98 35.86/0.96 37.81/0.97 36.57/0.98 37.44/0.98

x8 sig0

Aloe 27.82/0.90 31.59/0.95 30.79/0.95 31.35/0.95 29.51/0.93 30.06/0.94 31.30/0.94 32.28/0.95 30.23/0.94 30.90/0.95
Art 26.41/0.85 28.99/0.92 30.16/0.94 30.65/0.94 29.63/0.93 30.11/0.94 29.91/0.93 30.47/0.94 29.18/0.92 29.55/0.93
Baby 32.39/0.96 35.39/0.98 30.74/0.97 31.23/0.97 30.47/0.97 30.99/0.97 35.45/0.97 36.64/0.98 34.62/0.97 35.69/0.98
Books 33.70/0.96 35.71/0.97 28.69/0.95 28.96/0.96 28.20/0.94 28.56/0.95 34.42/0.96 36.13/0.97 34.93/0.96 35.82/0.97
Bowling 28.01/0.94 30.95/0.96 20.84/0.91 21.00/0.91 20.37/0.90 20.54/0.91 30.50/0.95 31.50/0.96 28.71/0.95 29.52/0.95
Cones 31.92/0.95 34.71/0.98 35.31/0.98 36.05/0.98 34.32/0.97 35.09/0.97 30.80/0.94 34.40/0.96 34.14/0.98 34.99/0.98
Moebius 34.24/0.95 37.31/0.97 35.64/0.97 36.25/0.98 35.19/0.97 35.90/0.97 35.30/0.97 37.53/0.97 35.58/0.97 36.42/0.97
Plastic 33.60/0.97 35.86/0.98 30.16/0.98 30.25/0.99 30.20/0.98 30.26/0.99 37.77/0.99 38.47/0.99 38.60/0.99 39.46/0.99
Reindeer 29.34/0.94 32.54/0.97 30.94/0.96 31.51/0.97 30.42/0.96 30.98/0.96 30.31/0.93 33.04/0.95 32.68/0.96 33.50/0.97
Teddy 34.82/0.97 37.87/0.99 36.28/0.98 36.91/0.98 35.88/0.98 36.48/0.98 31.96/0.95 36.04/0.96 36.30/0.98 37.03/0.99

x8 sig5

Aloe 27.21/0.82 30.10/0.86 29.99/0.90 30.64/0.92 29.07/0.91 29.65/0.92 30.28/0.89 31.25/0.91 29.74/0.91 30.41/0.92
Art 25.94/0.78 28.05/0.83 29.78/0.92 30.30/0.92 29.36/0.91 29.81/0.92 29.22/0.89 29.81/0.90 28.82/0.90 29.17/0.91
Baby 30.71/0.86 32.50/0.87 30.70/0.95 31.25/0.96 30.49/0.96 31.04/0.96 33.40/0.92 34.49/0.93 33.31/0.94 34.26/0.95
Books 31.62/0.87 32.66/0.86 28.63/0.94 28.94/0.95 28.24/0.93 28.60/0.94 32.92/0.91 34.38/0.93 33.77/0.94 34.62/0.95
Bowling 27.35/0.85 29.72/0.86 20.91/0.91 21.07/0.91 20.53/0.90 20.70/0.91 29.81/0.90 30.76/0.92 28.48/0.92 29.28/0.93
Cones 30.52/0.85 32.16/0.86 33.83/0.94 34.68/0.95 33.51/0.95 34.28/0.96 30.21/0.91 33.37/0.92 33.57/0.96 34.39/0.96
Moebius 32.00/0.86 33.24/0.86 34.36/0.94 35.08/0.95 34.23/0.95 34.91/0.96 33.38/0.92 35.07/0.94 34.18/0.94 34.93/0.95
Plastic 31.72/0.88 32.86/0.87 30.21/0.98 30.33/0.98 30.26/0.98 30.33/0.99 34.80/0.93 35.53/0.95 36.47/0.97 37.24/0.97
Reindeer 28.46/0.85 30.78/0.86 30.58/0.94 31.18/0.95 30.36/0.94 30.94/0.95 29.55/0.88 31.95/0.91 31.99/0.94 32.78/0.95
Teddy 32.34/0.86 33.53/0.86 34.74/0.95 35.53/0.95 35.09/0.96 35.73/0.97 31.16/0.91 34.52/0.93 35.10/0.96 35.82/0.97
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4.5.3 Results of LRSR Method on Kitti Dataset

We have also performed experiments on another set of stereo image taken from Kitti

dataset. We chose 5 different images from the dataset and performed same set of SR

experiments on those images for two different upsampling factors ×2 and ×4.

Fig 4.16 shows the qualitative SR results for ×2 upsampling factor for one of the

image from Kitti dataset. The images shown in Fig 4.16 from top to bottom are in order

as bicubic interpolated image, proposed SR image, and GT image. We can observe that

the output produced by the proposed method (second row) shows much plausible image

with better edge discontinuities. However, the bicubic interpolated image suffer from

edge blurring. The blurness is more prominent for higher upsampling factors.

Table 4.4 shows the quantitative results of the chosen images. It shows the average

PNSR and SSIM values for two different SR upsampling factors, i.e. for ×2 and ×4

factor. It is clearly seen that our proposed method perform well as compared to the

bicubic interpolation results.

Table 4.4: Average PSNR/SSIM results of proposed LRSR method for different upsam-
pling factors on Kitti dataset

Methods ↓/Upsampling Factor→ ×2 ×4
Bicubic 69.28 67.47
LRSR 70.89 69.86

4.6 SUMMARY

This chapter presents a HR guidance colour image based depth image super-resolution.

The input for the method is an LR image, but there are two ways that this input can

be utilized for different scenario for super-resolution. First way is to apply bicubic in-

terpolation method on the LR depth input to get an estimate of the output, whereas,

the second way is to map the LR depth points onto the HR image grid, which basi-

cally converts the super-resolution problem into depth reconstruction problem. There

are variants of the proposed method presented in this chapter which are based on ei-
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(a) Bicubic

(b) SR-Dir-MFill

(c) GT

Figure 4.16: SR output comparison of the variant of proposed LRSR method on one
of the image from Kitti dataset for ×2 upsampling factor. The images
shown here are adjusted for dynamic range of the depth only for the display
purpose, however, the original images are darker. From Top: Bicubic, SR-
Dir-MFill, GT.

ther using MS or SLIC segment cues, and using MFill or PFit approach for estimating

unknown depth pixels, and with BF or not. For higher upsmpling factors, hierarchi-

cal approach has been shown which perform upsampling in steps of 2, which helps in

getting better output with lesser artifacts at the edge discontinuities. The experimental

results have been shown on both noiseless and noisy images. The proposed method

performs much better for noisy images as compared to other comparative methods.

The proposed LRBicSR and LRSR methods presented here is suitable when the

79



input LR depth image is fully observed, that means, the depth information is available

at all the pixel location in an image. However, if there is a time constraint on capturing

the image, then the high-end cameras are unsuitable for such task because it captures

the image column-wise and it is time consuming. One can capture few random samples

of the scene instead of capturing all the sample pixels, and if one could reconstruct

a dense depth map from the measured samples it would save a lot of time. The next

chapter is motivated by the concept of reconstructing a dense depth map from a sparsely

sampled depth data from a high-end camera. It has also been shown that such an input

with random sparse depth pixels can be super-resolved by cascading the DR and SR

methods in a single framework. It also shows that a similar model with few changes

can be used for other depth image problems like depth denoising and depth inpainting.
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CHAPTER 5

RECONSTRUCTION AND SUPER-RESOLUTION OF

SPARSE DEPTH IMAGE

5.1 INTRODUCTION

1 2 The advent of depth cameras or range scanners, have enabled acquisition of 3D

measurements (or depth) of the scenes directly. However, many such high-end scanners

incur high cost, and the process to scan the overall object is often time consuming. On

the other hand, the low-cost devices (e.g. Kinect, time-of-flight cameras) offer real-time

acquisition but yield limited resolution, noisy depth maps, and are constrained to indoor

settings.

To utilize the benefits of high-end cameras and yet capture the depth images in a

short time, one can capture the depth data sparsely and try to construct a dense depth

image using computational approaches (Liu et al., 2015). A dense depth image recon-

struction approach from less number of input samples may also be useful to improve

the spatial resolution of the depth images (say from low-cost scanners), wherein the

low-resolution samples can be considered as sparsely captured depth data on a high res-

olution grid. Such an approach can also substitute the dense stereo matching problem

(given sparse depth measurements from a structure from motion pipeline).

However, for such an alternative to be truly beneficial in practice, one needs to

consider the reconstruction of depth images from very less (typically random) samples

(e.g. < 10%) of the overall depth data. This is a challenging problem as the image grid

1Chandra Shaker Balure, Arnav Bhavsar, and M. Ramesh Kini . ”Guided Depth Image Reconstruction
From Very Sparse Measurements.” SPIE, Journal of Electronic Imaging.

2Chandra Shaker Balure, Arnav Bhavsar, and M. Ramesh Kini. ”Local Segment-Based Dense Depth
Reconstruction from Very Sparsely Sampled Data.” National Conference on Communications (NCC-
2017) IEEE, 2017.



for reconstruction would have a large number of missing pixel values. In this chapter,

the depth reconstruction (DR) and its super-resolution (DRSR) problem is addressed by

utilizing a colour image of the corresponding scene which is registered with the depth

image grid. This assumption is not impractical, as many depth cameras acquire depth

image with registered colour image.

The DR problem is to find the missing pixels from the observed image with very

few known pixels. The representation of DR problem is shown in Figure 5.1. The

image grid with on the left side is a sparsely measured depth image and the image on

the right is a densely reconstructed depth image. If the amount of visible data is as low

as between 10% to 1%, it becomes more challenging to reconstruct a dense depth map

even with some prior information.

Figure 5.1: Depth reconstruction from sparse random depth pixels

To address DR problem, this chapter propose two approaches which involves only

the local processing from random sparse samples. Given a registered colour image of

the same scene, the proposed methods exploit a common trait of natural scenes, that is,

the prominent depth edges coincide with the edges in the colour images and the depth

variation within a small local region (with no depth edges) is gradual. Thus, the seg-

mentation cues from the guidance colour image are utilized where each segment yields

a local region. Ideally, these regions does not have any sudden depth changes. Such

edge-based cues from colour images have indeed been employed in stereo disparity

estimation approaches (Yang, 2012), and depth image super-resolution methods (Hua

et al., 2016).

The first proposed method for DR problem is based on fitting a plane over the set of

visible depth points within a depth segment corresponding to the segment of the colour

image. All the pixels in the depth segments are filled based on local cost computations
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involving the segment in question and its neighboring segments, and it is represented as

depth reconstruction by plane fitting (DR-PFit). As discussed later, this approach has

been reported in an earlier work of (Bhavsar and Rajagopalan, 2012), but for a different

scenario.

The second method for DR problem uses a median filling approach, which simply

involves filling the depth segment with the estimated median values of the visible pixels

in a particular segment, and here it is represented as depth reconstruction by median fill-

ing (DR-MFill). Given a very sparse depth data to start with, in both these approaches,

one may face a problem of empty segments (wherein no depth data is available in a

given segment), which would remain unfilled. For such problems, an iterative strategy

is followed in DR-PFit, and a two-step strategy in DR-MFill to fill such empty depth

segments.

Both DR-PFit and DR-MFill proposed methods have been validated on the pop-

ular Middlebury dataset (Scharstein and Szeliski, 2002) with randomized initial sam-

pling configuration with very less visible sample data points (i.e. 10%, 5% and 1%).

The DR results of proposed methods has been compared with a recent method of al-

ternating direction method of multipliers (ADMM) (Liu et al., 2015) and depth map

restoration from under-sampled data (DR-DRU) (Mandal et al., 2017). ADMM method

considers exactly the same scenario of depth reconstruction from random sparse sam-

ples. Whereas, DR-DRU method is based on sparse representation by constructing

sub-dictionaries from exemplar depth images. Figure 5.2 shows an example of depth

reconstruction by the proposed DR-PFit and DR-MFill methods, for 1% visible random

sampled depth points.

(a) 1% data (b) DR-PFit (c) DR-MFill (d) GT

Figure 5.2: Depth reconstruction from 1% random depth samples. Left to right: 1%
sparse depth data points, PFitDR, MFillDR, GT
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In this chapter, other than DR problem, the problem of super-resolution from sparse

points on the LR image grid is also addressed. Such a problem is called DRSR problem,

where sparse LR depth image is an input, and a densely reconstructed super-resolved

image is required to produced at the output. This problem is valid in a situation where

capturing the depth image takes more time and makes it undesirable for real time appli-

cations. If both dense depth reconstruction and its super-resolution can be performed

from as sparse LR points, then such a solution can useful to address the real challenge

of huge bandwidth requirement.

The proposed method for DRSR problem presented here is a combination of depth

reconstruction (DR) and super-resolution (SR) method in a single framework. Here the

DR model is cascaded to SR model to form a single model. The only assumption made

here is that, the observed sparse LR image has a corresponding registered colour image.

Both DR and SR modules in the DRSR framework require guidance colour image for

their operation. The popular segmentation algorithms e.g. MS algorithm (Comaniciu

and Meer, 2002) or SLIC algorithm (Achanta et al., 2012) is applied on the guidance

colour image to obtain segment cues. Firstly, the depth reconstruction from a sparse

LR image is performed, and then its output is given to the cascaded super-resolution

module which maps DR module output onto the HR grid to produce SR image.

There are few other issues with depth images like noise and missing regions, and this

chapter also addresses these issues by slight variation in the proposed DR framework.

The proposed DR framework can be easily adapted to address these problems because

the input and the output resolution is same. For depth denoising problem, the proposed

DR method tries to reconstruct the depth image believing 100% visible depth pixels.

Similarly, in depth inpainting problem the DR method believes that some percentage of

pixels (mostly seen at the edges of the objects) are not visible because of occlusion, and

it tries to reconstruct the depth image by filling the missing regions.

The work on depth image reconstruction reported by Bhavsar and Rajagopalan

(2012) consider examples involving uniform as well as non-uniform sampling. How-

ever, the configuration of available depth data considered in their work is quite different
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than that considered here. Indeed, the plane fitting approach is a method proposed by

Bhavsar and Rajagopalan (2012), but here the effectiveness is demonstrated for more

challenging configurations. In the work reported by Bhavsar and Rajagopalan (2012),

the uniform sampling, unlike those considered above, are in the form of regular columns

or blocks of missing data, and the non-uniform sampling is similar to that in traditional

image inpainting methods (e.g. irregular blocks of missing and available data). On the

other hand, the configuration of available depth data in the proposed work involve depth

measurements at random isolated points on the grid.

The only works, to the best of the knowledge, which considers similar randomized

sampling as of the proposed work is reported by Liu et al. (2015) and Mandal et al.

(2017). The proposed approach is more simplistic and efficient, and it is also been

demonstrated that the proposed approach outperforms the methods presented by Liu

et al. (2015) and Mandal et al. (2017). Importantly, the amount of visible data con-

sidered in other similar methods is much more than that of the proposed work. For

instance, the approach of Liu et al. (2015) largely consider the amount of available data

to be more than 20%-25%, whereas the maximum amount of available data in the pro-

posed work is 10%, and it provides consistent result in examples with as low as 1%

available data.

Both the proposed methods DR and DRSR fall in the category of depth reconstruc-

tion from non-uniform sparse samples on a uniform grid. A random sparse selection is

exercised to choose the points randomly, and later use the colour segment cues for full

depth reconstruction and its super-resolution.
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5.2 RGB GUIDANCE IMAGE BASED DEPTH RECON-

STRUCTION FROM SPARSE DATA

5.2.1 Depth Reconstruction by Plane Fitting

As mentioned earlier, depth reconstruction by plane fitting method was proposed by

Bhavsar and Rajagopalan (2012) for a different (and arguably an easier) scenario of

depth image reconstruction. As discussed earlier, this method existed for a different

data configuration, and here it is demonstrated for a challenging configuration where

the visible pixels in the input image is uncommonly as low as 1%. The block dia-

gram of DR-PFit is shown in Figure 5.3 which is briefly discussed here for the sake of

completeness.

Figure 5.3: Block diagram of DR-PFit method

The DR-PFit method takes one sparse depth image and one corresponding regis-

tered colour image. A SLIC or MS segmentation method is applied on the colour image

to obtain the segment cues. The segments of colour image is utilized to estimate the un-

known depth values in the sparse depth image by fitting a plane over the visible pixels in

that local segment region in sparse depth image. The method finds the adjacency matrix

for all the segments. The adjacency matrix labels the connected segments to a particular

segment. If the number of pixels in the segment are above a threshold, then plane fitting

is carried out on the visible pixels using random sample consensus (RANSAC) (Fischler

and Bolles, 1981) method. RANSAC is an approach which is used for robustly estimat-

ing model parameters in the presence of outliers. If the number of available pixels are
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below the threshold, then RANSAC will not have sufficient points for plane fitting, thus

a median is computed from pixels including those from the adjacent segments.

Given a fitted plane over a segment, the local cost function for assigning a range

label z for each invisible pixel p in the segment s is given in Eq. 5.1,

Cp = |z − zpl|+ λp
∑
q∈Vp

|z − zp| (5.1)

where zpl is the plane-fitting range at pixel location p, and Vp is the set of visible second-

order neighbors of p that belong to segment s. For cases when 0 < Nv < npl, it will

have less number of pixels for plane-fitting to be robust enough. In this case, the cost

function is modified as Eq. 5.2,

Cs = |z − zm|+Wa

∑
zma∈ma

|z − zma | (5.2)

where ma is the set of medians of visible pixels of all the neighborhood segments.

DR-PFit method follows an iterative process. Firstly, it segments the colour image

at a finer level, then look for the corresponding segment region in the sparse input depth

image for the visible depth values. Based on the number of visible pixels, it fits a plane

or find the median value to estimate the depth value of the missing pixels in that segment

region. If there are still more empty segments seen at the end of the first-pass, then the

segmentation algorithm segments the colour image at a coarser level, and follow the

same process. The coarser segmentation combines the small empty segments in one

iteration with other non-empty ones, over subsequent iterations, and thus the resultant

larger segments are no more empty and can be used for plane-fitting. This continues

until the depth image is completely filled. The pseudo code of DR-PFit method is shown

in Algorithm 4, with sparse depth image Ds, the corresponding registered colour image

C as input, and the reconstructed dense depth image Dr as output.
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Algorithm 4 Pseudo code of DR-PFit method
1: Input Randomly sampled sparse depth image (Ds), and its corresponding RGB

colour image (C).
2: Initialize: npl (threshold for labeling using plane-fitting), hI (intensity bandwidth),
Imax (max. iteration)

3: Segment the RGB colour image using MS algo., [imS, lb] = MSSeg(C),
4: for i = 1 · · · Imax do
5: for s = 1 · · ·ns do
6: Compute N s

v ; visible pixels in segment s,
7: Compute N s

h; hidden pixels in segment s,
8: if N s

v ≥ npl then
9: Fit plane for N s

v

10: Label N s
h according to Eq. 5.1

11: else
12: Find median of N s

v

13: Label N s
h according to Eq. 5.2

14: end if
15: end for
16: end for
17: Output: Reconstructed depth image (Dr).

5.2.2 Depth Reconstruction by Median Filling

Another method proposed for depth reconstruction is by using median operation, and

here this method is termed as DR-MFill. The proposed method is divided into two

stages, where the first stage does a partial reconstruction, and the second stage does

complete dense depth reconstruction, each of which is explained in the following text.

The complete process of the proposed DR-MFill method is shown as block diagram in

Figure 5.4, and the pseudo code of both the stages are shown in Algorithm 5.

The variable notations in the following explanation are described below. The vari-

able C represents RGB colour image,Ds is randomly sampled sparse depth image, Cseg

is the segmented image with n segments labeled as lbi (i = 1, · · · , n), e lbi are empty

segment labels, and idx(i)
circum are indexes of boundary pixels of ith segment from e lbi

segment labels.

Stage-1: Partial reconstruction from RGB segment cue: Stage-1 starts with a

courser segmentation of colour image using mean-shift (MS) algorithm (Comaniciu

and Meer, 2002). For each depth region corresponding to a colour segment region, a
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Figure 5.4: Block diagram of proposed DR-MFill method.

median of the visible depth value is calculated and it is assigned to all unknown depth

pixels in that segment region. This approach assumes that the points a local region will

have similar depth values, and thus, the median value from the available sparse points is

a good approximation to estimate the missing depth pixels. This results in even simpler

approach than that of the previous method of DR-PFit which is based on the locally

planar assumption.

Stage-2: Empty segment filling from 4 nearest neighbors: The output of stage-1

is partial reconstructed depth output, as there can be some empty segments because of

no availability of visible pixels in some segments. In such cases, the median filling does

not result into approximate depth filling, but an empty region/segment.

The number of such empty segments increase with decrease in the number of sam-

ples available in the sparse depth input. Hence, the proposed method DR-MFill has

another step (called stage-2) to fill these empty segments which are the residuals of

stage-1. Figure 5.5 shows the reconstruction outputs for different percentage of miss-

ing data, where the first-row display results after stage-1, and the second-row display

results after stage-2. It can be observed that, for 50% visible samples (first-column),

there are no empty segments in the output of stage-1 because all segments generally

have enough samples for reconstruction. However, as the number of samples reduces

(i.e. 40%, 10%, 5%, or 1%), the stage-1 output will have more number of empty seg-

ments. These empty segments are filled using stage-2 of the proposed DR pipeline,
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Algorithm 5 Pseudo code of DR-MFill method
———- STAGE-1 ———-

1: Input: RGB image (C), and randomly sampled sparse depth image (Ds).
2: [Cseg, lbi] = MS_algo(C); % Apply MS algo. on C
3: for each lbi, i = 1 · · ·n do
4: S = Cseg(lbi); % Extract segment with label lbi
5: val = med(Ds(lbi)); % Find median of seg. S in Ds

6: Dpartrecon(lbi) = val; % Fill depth seg. with val
7: end for

———- STAGE-2 ———-
8: Input: Depth map with empty segments (Dpartrecon), and empty segment labels

(e lbi, i = 1 · · ·n)
9: Dfullrecon = Dpartrecon

10: for each e lbi, i = 1 · · ·n do
11: idx

(i)
circum = empty_seg_bd(Dpartrecon(e lbi));

12: vec = nn4(idx(i)
circum); % Find 4-nn of each bd pixel

13: val = median(vec); % Find median
14: Dfullrecon(lbi) = val; % Fill segment with median
15: end for

and the PSNR values of each of the reconstructed image is shown below the individual

images. It is well understood that, as the sparseness in the input depth image increases,

the reconstruction accuracy also decreases, which can be clearly seen from the PSNR

values of the reconstructed image shown after stage-2.

(a) 50% samples (b) 40% samples (c) 10% samples (d) 5% samples (e) 1% samples

(f) 34.14/0.96 (g) 34.12/0.96 (h) 34.01/0.96 (i) 33.46/0.95 (j) 30.51/0.94

Figure 5.5: Output of proposed two-stage DR-MFill method for decreasing samples (L
to R: 50%, 40%, 10%, 5% and 1% visible pixel). Top row: stage-1 output,
and the effect on the number of empty segments. Bottom row: stage-2
output, and their corresponding PSNR and SSIM values.

Stage-2 tries to inpaint the empty segments in the output image of stage-1. For each
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empty segment, it finds its boundary pixel locations (idx(i)
circum), where the superscript i

represent the segment (label) number. It then look for valid (visible) 4 nearest neighbors

of the boundary pixel location, which is exercised for all the boundary pixels. A median

is calculated over all such valid neighboring pixels, and then fill in the empty segment

with the calculated median value. As these empty segment are largely observed in the

smooth regions, so the neighborhood values are quite similar to each other. Moreover,

the size of such empty segments is also typically small, hence a constant depth assump-

tion is valid for these as well. Thus, a median estimation is a simple and an effective

choice to be used to fill the empty segments. The effectiveness of stage-2 for filling in

the empty regions, can be seen in second-row of Figure 5.5, where there are very few

artifacts seen even in case of many missing segments in output of stage-1.

5.3 RGB GUIDANCE IMAGE BASED DEPTH IMAGE

SR FROM SPARSE LR INPUT

The proposed DRSR method is a cascade of DR and SR methods in a single framework.

Figure 5.6 depicts the proposed cascade DRSR approach for dense reconstruction and

and its super-resolution from sparse LR depth image. Input to DRSR method is a sparse

LR depth image (DLRPC) and its corresponding registered colour image (CLR). The

DR module in the DRSR framework produces a dense depth map (called DLR) using

segment cues obtained from its guidance colour image. The output DLR of DR module

is considered as input to the SR module where it first maps the LR pixels on the HR

image grid and then estimate the unknown pixels using median filling approach which

was explained earlier.

The crux of the proposed DRSR method is that, in DR module, for each local seg-

ment region of the colour image CLR, a corresponding segment region in DLRPC is

looked to estimate the unknown depth values using the earlier proposed median filling

(MFill) approach. The output image DLR of DR method is considered as the input to

the cascaded SR method in a DRSR framework. The LR image DLR is mapped on
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Figure 5.6: Super-resolution from sparse depth points

the HR grid DMidSR of required size. Here also, like earlier, the corresponding colour

images local segments are used as cue to estimate the unknowns on the HR grid. For

higher SR upsampling factors, a hierarchical approach has been presented as direct ap-

proach produce blurry artifacts because of the reason that it need to estimate the values

of many unknown depth points between the known points.

The complete pseudo code of the proposed DRSR method is shown in Algorithm 6,

where y is the sparse LR input image which is the first input, and Cx is the HR guidance

colour image which is the second input. The DR module takes the input y and its

corresponding colour image Cy of same size as that of y (i.e. Cy is downsampled

version of Cx to the required resolution), and it produces a densely reconstructed depth

image ŷ. The DR output ŷ is then fed as an input to the SR module which produces a

super-resolved output x̂ which is q times the input resolution in both x- and y-direction.

The entire algorithm shown in Algorithm 6 is split into two parts, one is the DR module

and other one is the SR module.
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Algorithm 6 Pseudo code of proposed depth reconstruction and its super-resolution
(DRSR) from sparse LR depth input

1: Input Sparse LR image y; Corresponding HR guidance colour image Cx
2: Output: Densely reconstruction super-resolved output x̂
3: Ground Truth: The original HR depth image x

———- Depth Reconstruction (DR) Module ———-
4: Initialize: Set ŷ as dummy output with size equal to y.
5: [Cseg, lb] = segmentation(Cy); % MS/SLIC segmentation approach
6: For each segment labels lbi
7: Extract corresponding segment region in y, i.e. y(lbi);
8: Estimate median (or plane fit) over visible pixels in segment y(lbi), i.e. local est

= MFill_PFit(y(lbi))
9: Fill the segment with estimated local depth value, ŷ(lbi) = local est;

10: Repeat steps 7-9 until all labels are addressed.
———- Depth Super-Resolution (SR) Module ———-
DIRECT approach

11: Initialize: Initialize x̂ with ŷ, such that depth values of ŷ are spread uniformly on
target HR image grid x̂.

12: ˆ̄y is laid on the HR grid to produce intermediate output, x̂mid
13: [Cseg, lb] = segmentation(Cx); % MS/SLIC segmentation approach
14: For each segment labels lbi,
15: Extract corresponding segment regions in x̂
16: Estimate the median (or plane fit) over visible pixels in that local segment x̂(lbi)

17: Fill the segment region with estimated depth values.
18: Repeat step 15-17 until all labels are addressed.

HIERARCHICAL approach
19: Initialize: Initialize x̂with ŷ, such that x̂ is twice the size of ŷ with pixels uniformly

spread.
20: Estimate the number of hierarchical levels from SR factor (for SR by ×8, 3 hierar-

chical levels)
21: For each Hierarchical level,
22: Perform step 14-18 until target resolution is achieved.
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5.4 RELEVANT APPLICATIONS BASED ON PROPOSED

APPROACH

There are few other problems with depth images i.e. noise and missing regions. The

noise in the image gets added during image capturing. There are many parameters

which are internal and external to camera which are responsible for noise in an image.

The mission regions is another issue where there won’t be any depth information about

the scene because of the scene occlusion. There are several methods available in the

literature on depth denoising and depth inpainting.

Here, the problem of depth image denoising and inpainting is considered as the

problem of depth reconstruction. In this section we show that how the proposed guid-

ance based method using segment cue can also be used to address the problem of depth

denoising and depth inpainting.

5.4.1 Depth Denoising

Depth denoising is a critical problem. For denoising the depth image we have estimate

the noisy pixels and replace it with non-noisy (or nearly true) pixel values. It is shown

here that how the proposed guidance based method can be easily adapted for the task of

depth image denoising.

As discussed earlier, the guidance based method takes two inputs, and here also the

first input is a noisy depth image and the second image is its corresponding color image

as guidance image. The guidance colour image is segmented using MS or SLIC seg-

mentation approach, in a similar way as it was done in DR and SR methods mentioned

earlier. For each of the segment region obtained from the guidance colour image, a cor-

responding segment region in noisy depth image is looked. Now, using all the pixels in

that local segment region, a median value is estimated to fill the whole segment region

with the estimated value.

The above mentioned approach is essentially a local (segment-level) median filter-
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ing method, which respects the depth discontinuities, which are preserved (unlike the

traditional filtering method), due to the use of the segmentation cue. Similar to using

the median estimate over the segment, one can also use a plane-fit estimate. However,

it is observed that the plane fitting approach would consider noisy pixels for fitting the

plane over the visible pixels, and hence may be error-prone. In this work, a normally

distributed noise is considered.

5.4.2 Depth Inpainting

Another common concern with depth images from depth cameras is that they suffer

from having missing regions. The main reasons for such depleted regions are occlusion

and poor surface reflection. The camera is not able to view a part of the scene because

the reflected rays from the object are not able to reach it due to occlusion or poor or non-

uniform reflectivity. To address the task of filling such missing regions with plausible

information, there are many inpainting methods reported in literature Liu et al. (2012);

Qi et al. (2013); Herrera et al. (2013); Bhattacharya et al. (2014).

As in the denoising case, here too, the proposed approach can be applied to address

the depth inpainting problem. The approach for inpainting is similar to the proposed DR

method, but unlike DR, the inpainting problem has only one variation that it looks only

for those segments which has at least a single missing pixel which represents missing

depth. All other segment regions, where there are no missing pixels, are left untouched.

For those segments with missing depth pixels, either median filling or plane fitting

approach over the visible pixels in that local segment region is calculated to estimate the

missing pixels. However, unlike DR problem (where the visible pixels are distributed

randomly), in the case of inpainting the size of the contiguous missing region can be

larger. Thus, the order of considering the segments for operation is important. The

partially filled segments are inpainted first, which are mostly found at the edge of the

missing regions, and lated move towards the interior as more and more segments get

filled.
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5.5 EXPERIMENTAL RESULTS AND DISCUSSIONS

5.5.1 Results of DR

This section demonstrate the results of proposed depth reconstruction methods DR-PFit

and DR-MFill. The depth reconstruction results of DR-PFit and DR-MFill method us-

ing MS and SLIC segmentation method for generating segment cues for dense depth

reconstruction from 10%, 5% and 1% random visible depth pixels are shown in Fig-

ure 5.7, Figure 5.8 and Figure 5.9 respectively. The proposed method has been val-

idated on some selected depth images from popular Middlebury dataset (Scharstein

and Szeliski, 2002), which consists of depth images and its corresponding registered

colour images, with variety of variations in the images. The proposed method has

been compared with state-of-the-art depth reconstruction methods like alternating direc-

tion method of multipliers (ADMM) method (Liu et al., 2015) and depth map restora-

tion from under-sampled data (DR-DRU) method (Mandal et al., 2017). The ADMM

method use a set of depth training examples for learning the wavelet and contourlet co-

efficients for dense depth reconstruction, whereas the DR-DRU method is based on

sparse representation by constructing sub-dictionaries from exemplar depth images.

The available source code of ADMM and DR-DRU has been used for obtaining their

results. Other than state-of-the-art methods, the comparison is also shown among the

variants of the proposed method which are based on the approach of estimating the un-

known depth values (i.e. PFit or MFill), and also based on the segmentation method

used for segmenting the guidance colour image (i.e. MS or SLIC). The variants of pro-

posed method are named as DR-PFit-MS (which use plane fitting approach with MS

segment cues), DR-MFill-MS (which use median filling approach with MS segment

cues), DR-PFit-SLIC (which use plane fitting approach with SLIC segment cues) and

DR-MFill-SLIC (which use median filling approach with SLIC segment cues). The

comparative results are shown both qualitatively and quantitatively.

Figure 5.7 shows the results of depth reconstruction from 10% observed depth pixels

and the remaining 90% depth pixels are missing which needs to be estimated. The

96



images shown in first-row are the sparse depth input, ground truth image, and depth

reconstructed output from ADMM and and DR-DRU methods respectively. The images

in the second-row are the depth reconstructed output obtained from the variants of the

proposed method. It is observed that the images in the second-row have better edge

discontinuities. ADMM method shows missing regions (e.g. sticks on the right side)

and DR-DRU method is unable to preserve the edge discontinuities, instead it shows

jaggedness at the edges.

As the sparsity of the image increases (i.e. lesser visible pixels), the reconstruction

becomes more challenging. Figure 5.8 shows the DR results from 5% observed sparse

depth pixels. It can be shown that the reconstructed image produced by the variants of

the proposed method shown in second-row of Figure 5.8 are still able to perform better

than the ADMM and DR-DRU methods. The outputs of ADMM and DR-DRU suffer

heavily at the edge discontinuities which is unacceptable from any depth reconstruction

method.

Figure 5.9 show even more challenging situation of depth reconstruction from just

1% observed sparse depth image where 99% of the depth pixels are to be estimated.

Figure 5.9, it is clearly seen that the variants of the proposed method shown in second-

row outperform ADMM and DR-DRU method. The ADMM method is not even able to

preserve the object shape. The output shows artifacts similar to fast moving object with

trailing effect. The DR-DRU method is also not able to preserve the edges of the object

and it has lot of ghost like artifacts. On the other hand, both the proposed methods

DR-PFit and DR-MFill approaches does well in terms of retaining the overall shape of

the object and has a consistent depth variation throughout the image. However, there

are some missing regions seen in the output even after two stage of DR-MFill approach.

The reason is that, as the percentage of observed pixels in an image goes very low e.g.

1% of depth data, the SLIC segments region correspondence in the depth image might

not have any valid depths pixels in its 4-neighborhoods, thus the median estimation

will have no valid value in that segment. However, the proposed approach with MS

segmentation is able to successfully reconstruct the depth images reasonably well even

with very high sparsity (1% visible pixels) in the input depth image.
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Figure 5.7: Depth reconstruction results of image cones from only 10% visible ran-
dom depth pixels. Top-row: Sparse depth input, GT, ADMM, DR-
DRU; Bottom-row: DR-PFit-MS, DR-MFill-MS, DR-PFit-SLIC, DR-
MFill-SLIC

Figure 5.8: Depth reconstruction results of image cones from only 5% visible ran-
dom depth pixels. Top-row: Sparse depth input, GT, ADMM, DR-
DRU; Bottom-row: DR-PFit-MS, DR-MFill-MS, DR-PFit-SLIC, DR-
MFill-SLIC

Table 5.1 shows quantitative results in terms of PSNR and SSIM metrics for 10%,

5% and 1% sparse depth image. The 1% scenario is a challenging task of reconstruction,

because it has very less visible depth samples. Table 5.1 shows the comparison of depth

reconstruction methods ADMM, DR-DRU and variants of proposed methods like DR-

PFit-MS, DR-MFill-MS, DR-PFit-SLIC and DR-MFill-SLIC. The bold text in the table

show the highest PSNR among different depth reconstruction methods. ADMM method

shows good performance with 50% sparse depth image (not shown in Table 5.1), but

the reconstruction performance decreases with decrease in the percentage of observed
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Figure 5.9: Depth reconstruction results of image cones from only 1% visible ran-
dom depth pixels. Top-row: Sparse depth input, GT, ADMM, DR-
DRU; Bottom-row: DR-PFit-MS, DR-MFill-MS, DR-PFit-SLIC, DR-
MFill-SLIC

visible pixels in the sparse depth image. The first set of results shown in Table 5.1 are

from 10% sparse depth pixels. It is observe that one of the variants of the proposed

method (DR-PFit-MS) performs equally well as compared to ADMM method. How-

ever, as the percentage of available pixels lowers to 5% and 1%, the results of ADMM

and DR-DRU decline in quality and the variants of proposed method surpasses them.

For majority of the test images, the DR method using the MS segmentation (i.e. DR-

MFill-MS or DR-PFit-MS) works better than the DR method using SLIC segmentation

(i.e. DR-MFill-SLIC or DR-PFit-SLIC), because the MS segmentation produce better

edge aligned segments as compared to SLIC segmentation. On the other hand, MS seg-

ment cues can be troublesome if the segments are of large region which might disobey

the depth precision (e.g. floor or wall ceiling).

As shown in Table 5.1, for 10% sparse depth images, the DR-PFit-MS method per-

form better than the ADMM approach for few test images, and perform better than

DR-DRU for all test images. However, as the number of observed samples in an image

goes lower (i.e. 5% or 1%), the plane fitting and median filling approaches does a much

better job of depth reconstruction as compared to ADMM and DR-DRU. While DR-

PFit-MS performs the better for most of the test images in 5% scenario, even a much

simpler method of DR-MFill-SLIC performs better than a more sophisticated ADMM

and DR-DRU method.
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Depth reconstruction from 1% data is even a greater challenge, and variants of pro-

posed method consistently yields superior results over ADMM and DR-DRU methods.

Indeed, for 1% sampling case, it is observed that the median filling approach (i,e DR-

MFill-MS or DR-MFill-SLIC) perform better than the plane fitting approach (i.e. DR-

PFit-MS or DR-MFill-SLIC). This could be because of unreliability of plane-fitting for

few segments in the case of very less available data. Overall, it is seen that both plane

fitting and median filling methods perform better as the number of samples go lower.

Table 5.1: PSNR/SSIM results of depth reconstruction (DR) from 10%, 5% and 1%
visible data using MS and SLIC segment cues. Best results are in bold

Test
Images ADMM DR-DRU

DR-PFit
(MS)

DR-MFill
(MS)

DR-PFit
(SLIC)

DR-MFill
(SLIC)

10% visible data
Aloe 31.11/0.95 30.37/0.92 24.94/0.91 29.21/0.92 21.61/0.80 30.26/0.93
Art 28.37/0.91 28.65/0.89 30.39/0.93 29.68/0.92 27.80/0.89 29.31/0.91
Baby 37.44/0.98 34.82/0.95 31.17/0.97 31.27/0.96 32.36/0.96 34.76/0.97
Books 40.67/0.99 34.25/0.96 33.57/0.96 29.72/0.95 34.88/0.96 35.49/0.96
Cones 32.84/0.96 33.15/0.94 35.67/0.97 34.01/0.96 32.80/0.95 33.24/0.95
Moebius 38.30/0.97 34.39/0.95 35.86/0.96 35.10/0.95 35.36/0.95 36.71/0.96
Plastic 44.64/0.99 34.82/0.93 37.62/0.99 30.17/0.98 39.01/0.98 42.93/0.99
Reindeer 32.28/0.96 31.32/0.94 33.90/0.97 30.89/0.95 31.90/0.95 33.42/0.95
Sawtooth 36.50/0.98 34.02/0.95 20.52/0.90 36.62/0.98 21.47/0.77 35.62/0.97
Teddy 37.09/0.98 33.57/0.93 37.44/0.98 34.91/0.96 34.51/0.96 33.15/0.95

5% visible data
Aloe 27.78/0.92 27.52/0.89 25.49/0.89 28.99/0.92 21.86/0.81 29.73/0.92
Art 25.89/0.87 25.53/0.84 29.73/0.92 29.27/0.91 27.48/0.88 28.70/0.90
Baby 34.10/0.97 32.31/0.94 30.60/0.97 31.06/0.96 31.89/0.95 34.42/0.96
Books 37.57/0.98 28.77/0.93 32.19/0.95 29.65/0.95 33.86/0.95 34.72/0.95
Cones 30.74/0.95 29.22/0.92 34.53/0.96 33.46/0.95 32.28/0.94 30.58/0.92
Moebius 34.28/0.96 29.11/0.92 36.29/0.96 34.94/0.95 31.67/0.94 35.00/0.95
Plastic 41.57/0.99 30.54/0.92 38.10/0.99 30.15/0.98 37.86/0.98 41.89/0.99
Reindeer 29.51/0.95 27.63/0.91 32.43/0.96 30.53/0.95 31.39/0.94 32.23/0.94
Sawtooth 33.53/0.97 30.55/0.94 20.48/0.90 36.26/0.98 21.51/0.77 33.30/0.95
Teddy 33.96/0.96 28.47/0.91 36.56/0.97 34.88/0.96 33.57/0.95 29.99/0.91

1% visible data
Aloe 21.34/0.85 21.43/0.74 23.91/0.85 27.27/0.90 20.55/0.78 26.74/0.84
Art 20.08/0.78 18.18/0.63 25.36/0.87 26.95/0.88 23.41/0.82 24.21/0.84
Baby 27.15/0.94 24.56/0.86 29.41/0.96 30.12/0.96 26.40/0.91 29.80/0.92
Books 28.02/0.95 19.69/0.78 30.42/0.94 29.00/0.94 25.06/0.93 30.92/0.93
Cones 25.70/0.91 19.89/0.77 31.18/0.94 30.51/0.94 27.91/0.92 22.43/0.75
Moebius 22.67/0.91 20.13/0.78 32.10/0.94 32.07/0.94 27.80/0.90 26.84/0.91
Plastic 30.57/0.97 22.18/0.85 35.25/0.98 29.77/0.98 28.77/0.95 37.72/0.98
Reindeer 23.49/0.91 20.29/0.76 26.48/0.94 29.00/0.94 26.96/0.90 25.15/0.84
Sawtooth 25.69/0.93 22.12/0.81 21.12/0.90 35.06/0.97 20.76/0.74 26.19/0.79
Teddy 25.87/0.93 21.11/0.78 32.94/0.95 32.72/0.95 28.95/0.93 22.60/0.79
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5.5.2 Results of DRSR

Parameter Selection:

For guidance colour image segmentation, MS or SLIC segmentation methods have

been used which involve some parameters setting. For MS algorithm, there are two

specific parameters, i.e. spatial bandwidth (s) and range bandwidth (r). The spatial

bandwidth affects the smoothing and the segments connectivity, and the range band-

width affects the number of segments. For SLIC segmentation method, the parameters

are the number of super-pixels (k) and the weighting factor between the colour and

spatial differences (m).

The above mentioned parameters for MS and SLIC methods are set empirically to

suit the need for the tasks at hand, and it is kept constant throughout the experiment

of that particular task. The parameter values were chosen using greedy method where

several values were tried and the value which gave best result was chosen. The proposed

SR and DRSR methods have also been implemented using iterative approach as well

as direct approach, and for each iteration the segmentation parameters were changed as

per the upsampling factor and the iteration count, which again were set empirically and

kept constant throughout the experiment of that particular case. The empirically chosen

parameters are shown in Table 5.2.

Table 5.2: Parameters used in the proposed method
Parameters DR method SR method DRSR method Denoising Inpainting

for ×2 for ×4 (Hier) for ×8 (Hier) for ×2 for ×4 (Hier) for ×8 (Hier) M.bury Scratch
MS spatial BW 7 7 6,7 5,6,7 7 6,7 5,6,7 10 7 7
MS range BW 6.5 5 4,5 3,4,5 5 4,5 3,4,5 3 3 3
MS PFit thresh 50 50 50 50 50 50 50 50 50 50
SLIC sp 1500 2000 1800,2000 1600,1800,2000 6000 4000,6000 2000,4000,6000 1000 4000 2000
SLIC wt factor 5 5 4,5 3,4,5 5 4,5 3,4,5 5 5 10
SLIC PFit thresh 50 50 50 50 50 50 50 50 50 50

In the following section, the DRSR results are presented and compared with other

state-of-the-art methods. Both qualitative and quantitative results are shown.

Middlebury dataset (Scharstein and Szeliski, 2002) contains three classes of im-

ages, and each class has some set of images but with different spatial resolution. These

class of images have one-third (∼ 450 × 350), one-half (∼ 650 × 550), and full

(∼ 1300 × 1100) resolution images. For all the work mentioned before, we have used
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one-third sized images, but for DRSR we have used one-half sized images. Had we

used one-third sized images, the DRSR method would suffer for higher upsampling

factor (e.g. ×8). Because, the LR image generation from the GT image in one-third

sized image dataset would be approximately 55 × 45. For that much small size of LR

image, the guidance colour image also need to be downsampled, because in DRSR

pipeline, the DR stage require depth input and the guidance colour image to be of same

spatial resolution. Now, if MS/SLIC segmentation is applied to the guidance colour im-

age of such a small spatial resolution, the objects segmentation in the colour image will

be very coarser, hence the dense depth reconstruction will produce output with lesser

details in the DR output. Now, if such a degraded DR output is given to the cascaded SR

stage of DRSR pipeline, the output image will be even more degraded. Hence, one-half

sized images were used for the experiments, and the shown results for DRSR are for

one-half sized images.

Here are some notations used in the following text to indicate the variants of pro-

posed method. DRSR-Dir for depth reconstruction and its super-resolution using direct

approach, DRSR-Dir-BF for depth reconstruction and its super-resolution using direct

approach with bilateral filter as an end module in the SR pipeline, similarly for DRSR-

Hier and DRSR-Hier-BF but using hierarchical approach, Denoising-MFill for de-

noising method using median filling approach, and Inpainting-MFill and Inpainting-

PFit for inpainting method using median filling and plane fitting approach respectively.

This section show the results for DRSR on sparse LR depth images with 50% and

10% visible depth points which need to be super-resolved by factor ×2 and ×4. Fig-

ure 5.10 shows the output of DRSR on sparse LR depth image with 50% visible data

which is super-resolved by factor ×2 and ×4 with direct and hierarchical approach.

Similarly, Figure 5.12 shows the output of DRSR on sparse LR depth image with 10%

visible data. The 10% scenario is more challenging, because, there are very few visible

pixels in the LR image.

The DRSR results are compared with its variants (i.e. DRSR-Dir-MFil, DRSR-Hier-

MFil, DRSR-Dir-PFit and DRSR-Hier-PFit) which uses MS or SLIC segment cues and
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also with a recent work of super-resolution from under sampled data (Mandal et al.,

2017), and this method is referred here as Depth map Restoration from Undersample

data (SR-DRU).

Figure 5.10 shows the output of DRSR on LR image with 50% visible data which is

super-resolved by factor×2 and×4, and for better visualization a small region cropped

and zoomed is shown in Figure 5.11. In both the cases, the SR results are obtained

using MS and SLIC segment cues, using both direct and hierarchical approaches. The

first-row of Figure 5.10 shows the results of DRSR method for upsampling factor ×2

on noiseless LR image with 50% visible data. The results of proposed method are

comparable to the results shown in SR-DRU column (Mandal et al., 2017) and it is seen

that the results of SR-DRU method show some artifacts at the edge discontinuities,

whereas the proposed method (either using MS or SLIC segment cues), preserve the

edge discontinuities much better. The second-row in Figure 5.10 shows results for

DRSR upsampled by factor ×4 on noiseless LR with 50% visible data. Here also the

proposed method show plausibly good outputs with sharp edges discontinuities. For

better visualization, a small regions of the output image shown in Figure 5.10 is cropped

and zoomed and it is shown in Figure 5.11.

Similarly, Figure 5.12 shows the results of DRSR varients and it is compared with

SR-DRU method for even more challenging situation where the LR input image is with

10% visible data only. It shows results for upsampling factor×2 and×4 for both noise-

less and noisy images. The results of the proposed method for this type of LR images

are much better than the results of SR-DRU method. For better visual representation, a

small region is cropped and zoomed, which is shown in Figure 5.13.

Table 5.3, 5.4 and 5.5 shows quantitative measure of DRSR on LR images with

50%, 10% and 5% visible data respectively. The PSNR and SSIM metrics are com-

puted for the outputs obtained by the proposed DRSR method are compared with the

state-of-the-art method of Depth map Restoration from Undersampled data (SR-DRU)

by Mandal et al. (2017) on few depth images taken from Middlebury dataset. It can be

seen Table 5.3 that for upsampling factor ×2 with 50% visible pixels in LR image, the
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Factor Input SR-DRU
DRSR-Dir-MFill

(MS)
DRSR-Hier-MFill

(MS)
DRSR-Dir-PFit

(SLIC)
DRSR-Hier-PFit

(SLIC) GT

x2 sig0

x4 sig0

Figure 5.10: DRSR results for upsampling factor ×2 and ×4 from sparse LR image
with 50% visible depth pixels

Factor SR-DRU
DRSR-Dir-MFill

(MS)
DRSR-Hier-MFill

(MS)
DRSR-Dir-PFit

(SLIC)
DRSR-Hier-PFit

(SLIC) GT

x2 sig0

x4 sig0

Figure 5.11: Cropped region of images from Figure 5.10

Factor Input SR-DRU
DRSR-Dir-MFill

(MS)
DRSR-Hier-MFill

(MS)
DRSR-Dir-PFit

(SLIC)
DRSR-Hier-PFit

(SLIC) GT

x2 sig0

x4 sig0

Figure 5.12: DRSR results for upsampling factor ×2 and ×4 from sparse LR image
with 10% visible depth pixels

Factor SR-DRU
DRSR-Dir-MFill

(MS)
DRSR-Hier-MFill

(MS)
DRSR-Dir-PFit

(SLIC)
DRSR-Hier-PFit

(SLIC) GT

x2 sig0

x4 sig0

Figure 5.13: Cropped region of images from Figure 5.12

variants of proposed DRSR method perform better as compared to SR-DRU method.

However, for upsampling factor×4, the proposed DRSR method produce outputs close

to the SR-DRU method. The 10% data is very less to perform the dense depth recon-

struction and its super-resolution.

Table 5.4 shows the results of DRSR for 10% visible pixels in LR image. The vari-
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ants of proposed method perform well in terms of edge preservation and retaining the

overall structure of the objects in the scene, and show good performance as compared

to SR-DRU method. The experiments have also been performed with even lower per-

centage of visible pixel for DRSR problem, i.e. for 5% of visible data, and the results

are shown in Table 5.5. The results of SR-DRU degrade heavily because the dictionary

learning based methods does not provide much information for image reconstruction.

The results in Table 5.3, 5.4 and 5.5 are for the MS or SLIC based segmentation

method only with the MFill approach (i.e. DRSR-Dir, DRSR-Dir-BF, DRSR-Hier and

DRSR-Hier-BF). As it was observed in earlier experiments of depth reconstruction that

the PFit approach also perform well, hence the SR results using PFit approach for vari-

ants of DRSR method using MS segment cues for upsamping factor ×2 and ×4 from

50%, 10% and 5% sparse LR depth pixels are shown in Table 5.6. It is observed that

the results produced by the proposed DRSR method is better than SR-DRU method for

most of the images. For upsampling factor ×4 with LR image having only 50% visible

pixels, the SR-DRU results are comparable. As the number of visible pixels goes lower

to 10% and 5%, the proposed variants of DRSR method performs better.

Table 5.3: PSNR/SSIM results of DRSR for upsampling factor ×2 and ×4 from sparse
LR image with 50% visible depth point using MS and SLIC segment cues
with MFill approach. Notation ×i sigj indicates SR for upsampling factor i
on images with noise standard deviation j. First best results in bold

SR
Factor

Test
Images SR-DRU

MFill (MS) MFill (SLIC)
DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF

x2 sig0

Aloe 25.50/0.91 29.87/0.94 30.49/0.95 29.82/0.94 30.44/0.95 31.48/0.95 32.43/0.96 31.29/0.95 32.22/0.96
Art 23.49/0.87 31.04/0.95 31.58/0.95 30.80/0.95 31.39/0.95 29.39/0.93 30.02/0.93 28.97/0.92 29.62/0.93
Baby 30.33/0.96 32.18/0.97 32.92/0.98 32.04/0.97 32.80/0.98 35.47/0.98 36.69/0.98 35.10/0.98 36.29/0.98
Books 32.51/0.97 28.19/0.94 28.56/0.95 28.20/0.94 28.60/0.95 36.46/0.97 37.50/0.98 36.40/0.97 37.44/0.98
Bowling 27.18/0.95 20.79/0.91 20.97/0.91 20.77/0.91 20.95/0.91 31.55/0.97 32.73/0.97 31.19/0.97 32.31/0.97
Cones 30.62/0.99 34.98/0.98 35.69/0.98 34.91/0.98 35.64/0.98 35.60/0.98 36.62/0.99 35.45/0.98 36.44/0.98
Moebius 33.20/0.97 35.76/0.97 36.40/0.98 35.75/0.97 36.38/0.98 37.05/0.97 38.14/0.98 36.69/0.97 37.76/0.98
Plastic 30.53/0.97 30.29/0.99 30.31/0.99 30.14/0.99 30.27/0.99 40.04/0.99 41.27/0.99 39.09/0.99 40.24/0.99
Reindeer 26.83/0.94 31.26/0.96 31.77/0.97 31.18/0.96 31.66/0.97 32.43/0.96 33.45/0.97 31.81/0.96 32.79/0.96
Teddy 33.51/0.99 35.62/0.98 36.21/0.98 35.52/0.98 36.14/0.98 37.36/0.98 38.57/0.99 36.90/0.98 38.05/0.99

x4 sig0

Aloe 31.63/0.95 29.32/0.93 29.88/0.93 28.88/0.92 29.39/0.93 26.49/0.87 26.91/0.88 26.05/0.87 26.43/0.88
Art 28.89/0.92 29.40/0.93 29.90/0.93 28.76/0.92 29.30/0.93 24.92/0.82 25.34/0.83 24.84/0.83 25.23/0.84
Baby 36.19/0.98 30.04/0.97 30.55/0.97 29.97/0.96 30.51/0.97 32.37/0.95 33.14/0.96 31.99/0.95 32.70/0.96
Books 36.70/0.98 28.16/0.94 28.46/0.95 28.12/0.93 28.46/0.94 32.14/0.94 32.70/0.95 31.91/0.94 32.47/0.95
Bowling 32.77/0.98 20.14/0.90 20.30/0.90 19.74/0.89 19.89/0.90 28.24/0.93 28.99/0.94 28.07/0.93 28.82/0.94
Cones 35.15/0.98 34.01/0.97 34.73/0.98 33.67/0.97 34.35/0.97 32.21/0.96 32.83/0.96 32.36/0.96 32.95/0.96
Moebius 36.64/0.98 34.42/0.97 35.04/0.97 34.22/0.96 34.88/0.97 33.06/0.94 33.69/0.94 32.84/0.94 33.44/0.94
Plastic 37.28/0.99 30.28/0.98 30.41/0.99 30.21/0.98 30.38/0.98 34.44/0.97 35.18/0.97 33.72/0.97 34.41/0.97
Reindeer 32.03/0.97 30.40/0.96 30.90/0.96 29.91/0.95 30.43/0.96 28.14/0.91 28.72/0.92 27.99/0.91 28.53/0.92
Teddy 37.56/0.99 35.34/0.98 35.90/0.98 34.88/0.97 35.50/0.98 34.05/0.97 34.80/0.97 34.25/0.97 34.99/0.97
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Table 5.4: PSNR/SSIM results of DRSR for upsampling factor ×2 and ×4 from sparse
LR image with 10% visible depth point using MS and SLIC segment cues
with MFill approach. Notation ×i sigj indicates SR for upsampling factor i
on images with noise standard deviation j. First best results in bold

SR
Factor

Test
Images SR-DRU

MFill (MS) MFill (SLIC)
DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF

x2 sig0

Aloe 21.21/0.79 29.54/0.94 30.11/0.94 29.43/0.94 30.00/0.94 30.60/0.94 31.39/0.95 30.24/0.94 30.99/0.94
Art 19.07/0.66 30.42/0.94 30.91/0.94 30.22/0.94 30.75/0.94 28.40/0.90 28.92/0.91 28.21/0.90 28.75/0.91
Baby 24.25/0.83 32.10/0.97 32.82/0.98 31.96/0.97 32.68/0.97 34.61/0.97 35.63/0.97 34.15/0.97 35.10/0.97
Books 24.56/0.86 28.25/0.94 28.59/0.95 28.25/0.94 28.62/0.95 35.53/0.97 36.38/0.97 35.63/0.97 36.50/0.97
Bowling 21.66/0.81 20.75/0.90 20.92/0.91 20.73/0.90 20.90/0.91 30.51/0.96 31.50/0.96 30.26/0.96 31.17/0.96
Cones 24.38/0.90 34.57/0.98 35.26/0.98 34.47/0.98 35.18/0.98 35.04/0.98 35.84/0.98 34.79/0.98 35.57/0.98
Moebius 24.58/0.82 35.09/0.97 35.72/0.97 35.09/0.97 35.68/0.97 35.99/0.96 36.89/0.97 35.87/0.96 36.77/0.97
Plastic 23.65/0.77 30.14/0.99 30.17/0.99 30.01/0.98 30.14/0.99 38.68/0.99 39.59/0.99 38.01/0.99 38.91/0.99
Reindeer 21.84/0.80 30.65/0.96 31.14/0.96 30.61/0.96 31.09/0.96 31.47/0.95 32.28/0.96 30.97/0.95 31.75/0.95
Teddy 24.14/0.86 35.29/0.98 35.89/0.98 35.17/0.98 35.79/0.98 36.44/0.98 37.45/0.98 36.14/0.98 37.13/0.98

x4 sig0

Aloe 26.40/0.87 28.33/0.91 28.85/0.92 28.02/0.91 28.53/0.92 25.80/0.85 26.14/0.86 25.47/0.85 25.78/0.86
Art 24.46/0.79 26.98/0.89 27.40/0.89 26.88/0.89 27.29/0.89 24.31/0.79 24.66/0.80 24.29/0.80 24.64/0.81
Baby 30.31/0.93 29.89/0.96 30.33/0.97 29.80/0.96 30.27/0.97 31.11/0.94 31.67/0.95 30.52/0.94 31.04/0.94
Books 30.27/0.93 27.94/0.94 28.23/0.94 27.79/0.93 28.13/0.94 31.47/0.93 31.94/0.94 31.16/0.93 31.63/0.94
Bowling 26.26/0.91 20.11/0.90 20.28/0.90 20.15/0.90 20.32/0.90 26.98/0.92 27.59/0.93 26.96/0.92 27.59/0.93
Cones 29.94/0.93 33.35/0.97 33.98/0.97 33.38/0.97 34.00/0.97 31.71/0.95 32.23/0.95 31.77/0.95 32.24/0.95
Moebius 29.74/0.91 33.30/0.96 33.87/0.96 33.08/0.96 33.66/0.96 31.28/0.92 31.75/0.93 31.01/0.92 31.46/0.93
Plastic 30.76/0.93 30.27/0.98 30.41/0.99 30.23/0.98 30.42/0.99 33.49/0.96 34.10/0.97 33.20/0.96 33.78/0.97
Reindeer 27.48/0.90 29.71/0.95 30.22/0.96 29.39/0.95 29.87/0.95 27.43/0.89 27.93/0.90 27.36/0.89 27.82/0.90
Teddy 30.17/0.93 34.57/0.97 35.06/0.98 34.17/0.97 34.71/0.97 33.05/0.96 33.66/0.96 33.08/0.96 33.68/0.96

Table 5.5: PSNR/SSIM results of DRSR for upsampling factor ×2 and ×4 from sparse
LR image with 5% visible depth point using MS and SLIC segment cues
with MFill approach. Notation ×i sigj indicates SR for upsampling factor i
on images with noise standard deviation j. First best results in bold

SR
Factor

Test
Images SR-DRU

MFill (MS) MFill (SLIC)
DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF DRSR-Dir DRSR-Dir-BF DRSR-Hier DRSR-Hier-BF

x2 sig0

Aloe 19.41/0.74 29.00/0.93 29.57/0.93 28.94/0.93 29.50/0.93 29.21/0.92 29.80/0.93 29.03/0.92 29.62/0.93
Art 17.30/0.58 29.46/0.93 29.92/0.93 29.24/0.93 29.71/0.93 27.29/0.88 27.78/0.89 27.16/0.88 27.65/0.88
Baby 22.31/0.82 31.94/0.97 32.65/0.97 31.78/0.97 32.50/0.97 33.39/0.96 34.23/0.97 32.94/0.96 33.72/0.96
Books 21.13/0.81 28.19/0.94 28.54/0.95 28.18/0.94 28.55/0.95 34.95/0.96 35.71/0.97 34.85/0.96 35.62/0.97
Bowling 18.55/0.74 20.75/0.90 20.92/0.91 20.74/0.90 20.90/0.91 29.41/0.95 30.24/0.96 29.07/0.95 29.83/0.95
Cones 21.83/0.86 33.94/0.97 34.61/0.97 33.83/0.97 34.50/0.97 34.22/0.97 34.89/0.98 34.26/0.97 34.94/0.97
Moebius 21.12/0.78 34.92/0.97 35.57/0.97 34.90/0.97 35.49/0.97 35.14/0.96 35.87/0.96 34.93/0.96 35.66/0.96
Plastic 21.66/0.76 30.12/0.99 30.15/0.99 30.00/0.98 30.13/0.99 35.42/0.98 36.15/0.98 35.24/0.98 35.94/0.98
Reindeer 20.08/0.75 30.37/0.95 30.89/0.96 30.28/0.95 30.79/0.96 30.38/0.94 31.08/0.95 30.14/0.94 30.84/0.94
Teddy 21.79/0.85 35.00/0.98 35.59/0.98 34.88/0.98 35.49/0.98 35.90/0.98 36.81/0.98 35.73/0.98 36.63/0.98

x4 sig0

Aloe 24.32/0.83 27.52/0.90 27.96/0.91 27.16/0.90 27.56/0.90 25.01/0.84 25.29/0.85 24.99/0.84 25.27/0.85
Art 22.08/0.73 25.09/0.86 25.40/0.87 24.95/0.86 25.26/0.86 23.00/0.77 23.26/0.78 22.90/0.77 23.15/0.78
Baby 28.58/0.91 29.17/0.96 29.52/0.96 28.98/0.96 29.35/0.96 29.19/0.93 29.55/0.93 28.64/0.92 28.98/0.93
Books 26.86/0.91 27.62/0.93 27.91/0.94 27.54/0.93 27.87/0.93 30.79/0.93 31.19/0.93 29.96/0.92 30.31/0.93
Bowling 22.70/0.87 20.08/0.89 20.24/0.90 19.94/0.89 20.09/0.90 24.82/0.89 25.22/0.90 24.40/0.89 24.78/0.90
Cones 25.92/0.90 31.86/0.96 32.35/0.96 31.90/0.96 32.37/0.96 30.45/0.94 30.87/0.94 30.58/0.94 30.97/0.94
Moebius 27.07/0.89 31.82/0.95 32.24/0.96 31.72/0.95 32.11/0.96 29.21/0.91 29.54/0.92 29.00/0.91 29.32/0.92
Plastic 27.67/0.91 30.19/0.98 30.33/0.99 30.17/0.98 30.34/0.99 30.71/0.95 31.11/0.95 30.23/0.94 30.60/0.95
Reindeer 24.77/0.86 28.61/0.94 29.10/0.95 28.14/0.94 28.65/0.94 26.31/0.88 26.73/0.89 26.03/0.88 26.41/0.89
Teddy 26.15/0.90 33.25/0.96 33.69/0.97 32.94/0.96 33.43/0.96 31.85/0.95 32.32/0.96 31.64/0.95 32.09/0.96

5.5.3 Results of Depth Image Denoising

This section provide the results for the adaptation of the proposed approach for the task

of depth denoising. Same dataset of Middlebury (Scharstein and Szeliski, 2002) has

been used for experimentation. For simulating the noisy scenario, additive Gaussian

noise with different standard deviation, i.e. 1, 2, 3, 4, 5 and 10, is added to the ground

truth image, and their denoised results are presented here.
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Table 5.6: PSNR/SSIM results of DRSR for upsampling factor ×2 and ×4 from sparse
LR image with 50%, 10% and 5% visible depth point using MS segment cues
with PFit approach. Notation ×i sigj indicates SR for upsampling factor i
on images with noise standard deviation j. First best results in bold

SR
Factor

Test
Images

PFit (MS) (50% of LR) PFit (MS) (10% of LR) PFit (MS) (5% of LR)
SR-DRU DRSR-Dir DRSR-Dir-BF SR-DRU DRSR-Dir DRSR-Dir-BF SR-DRU DRSR-Dir DRSR-Dir-BF

x2 sig0

Aloe 25.50/0.91 28.92/0.96 29.07/0.96 21.21/0.79 27.17/0.93 27.43/0.94 19.41/0.74 25.20/0.92 25.40/0.92
Art 23.49/0.87 30.28/0.97 30.45/0.96 19.07/0.66 30.18/0.94 30.49/0.94 17.30/0.58 29.35/0.93 29.72/0.93
Baby 30.33/0.96 29.46/0.97 29.73/0.98 24.25/0.83 27.58/0.96 27.93/0.97 22.31/0.82 28.54/0.96 28.96/0.97
Books 32.51/0.97 24.18/0.95 24.28/0.95 24.56/0.86 23.86/0.94 23.99/0.94 21.13/0.81 22.81/0.92 23.02/0.92
Bowling 27.18/0.95 15.23/0.84 15.24/0.84 21.66/0.81 15.36/0.82 15.38/0.83 18.55/0.74 15.62/0.84 15.63/0.84
Cones 30.62/0.99 36.95/0.99 37.73/0.99 24.38/0.90 35.48/0.98 36.55/0.98 21.83/0.86 35.12/0.98 36.12/0.98
Moebius 33.20/0.97 36.37/0.98 36.94/0.98 24.58/0.82 33.83/0.96 34.38/0.97 21.12/0.78 33.34/0.96 33.91/0.96
Plastic 30.53/0.97 36.77/0.99 36.77/0.99 23.65/0.77 36.83/0.99 36.96/0.99 21.66/0.76 35.97/0.99 36.16/0.99
Reindeer 26.83/0.94 33.07/0.98 33.27/0.98 21.84/0.80 28.96/0.96 30.07/0.97 20.08/0.75 31.66/0.96 32.15/0.96
Teddy 33.51/0.99 39.15/0.99 39.45/0.99 24.14/0.86 36.35/0.99 37.01/0.99 21.79/0.85 36.01/0.98 36.69/0.98

x4 sig0

Aloe 31.63/0.95 28.33/0.94 28.57/0.94 26.40/0.87 25.17/0.90 25.36/0.90 24.32/0.83 24.34/0.88 24.49/0.89
Art 28.89/0.92 29.15/0.93 29.40/0.93 24.46/0.79 26.49/0.89 26.81/0.90 22.08/0.73 25.91/0.88 26.22/0.88
Baby 36.19/0.98 28.02/0.96 28.36/0.97 30.31/0.93 25.73/0.95 25.93/0.95 28.58/0.91 26.45/0.95 26.69/0.95
Books 36.70/0.98 23.98/0.94 24.15/0.94 30.27/0.93 22.64/0.91 22.86/0.92 26.86/0.91 22.51/0.91 22.72/0.92
Bowling 32.77/0.98 15.16/0.83 15.17/0.84 26.26/0.91 15.24/0.83 15.25/0.83 22.70/0.87 15.26/0.83 15.27/0.83
Cones 35.15/0.98 33.82/0.98 34.61/0.98 29.94/0.93 32.09/0.97 32.84/0.97 25.92/0.90 31.14/0.96 31.75/0.96
Moebius 36.64/0.98 33.76/0.97 34.70/0.97 29.74/0.91 31.38/0.95 32.04/0.95 27.07/0.89 29.32/0.93 29.78/0.94
Plastic 37.28/0.99 36.23/0.99 36.47/0.99 30.76/0.93 36.75/0.99 37.24/0.99 27.67/0.91 37.09/0.99 37.67/0.99
Reindeer 32.03/0.97 25.56/0.96 26.69/0.97 27.48/0.90 24.92/0.95 25.98/0.96 24.77/0.86 25.08/0.94 26.16/0.95
Teddy 37.56/0.99 37.26/0.99 37.92/0.99 30.17/0.93 35.34/0.98 35.92/0.98 26.15/0.90 33.07/0.97 33.52/0.97

Figure 5.14 shows the denoised images. From the results presented in Figure 5.14, it

is indeed clearly observed that the proposed guidance based denoising method perform

reasonably well. The second and the third-column of Figure 5.14 show the denoising

results using MS and SLIC segment cues. As SLIC segmentation generates very local

super-pixels, the median filling approach for these super-pixels generates somewhat lo-

cally jagged surfaces as compared with MS based denoising.However, in overall, the

edge discontinuities are maintained to a larger extent, and the noise has also been re-

duced.

The quantitative results of denoising compared to other denoising techniques are

shown in Table 5.7. The main intension of the proposed denoising method is to show

the applicability of the guidance colour image based method for denoising problem.

So, the denoising comparison is kept limited to only the popular denoising method i.e.

bilateral filter (BF) (Tomasi and Manduchi, 1998), and it is observed that the proposed

denoising method is able to maintain a good PSNR value in most of the cases while

denoising the image.
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Noisy
Level

Noisy
Input

Denoised-MFill
(MS)

Denoised-MFill
(SLIC) GT

σ = 5

σ = 10

Figure 5.14: Results of depth denoising from noisy images with different noise standard
deviation (i.e. σ = 5, 10)

Table 5.7: PSNR/SSIM results of depth denoising
Noise
Level

Test
Images Noisy BF

Denoised-MFill
(MS)

Denoised-MFill
(SLIC)

σ = 5 Aloe 33.69/0.77 35.68/0.96 30.97/0.93 29.98/0.92
Art 33.09/0.77 33.41/0.94 31.46/0.93 28.25/0.89
Baby 33.88/0.73 39.38/0.97 33.66/0.97 34.34/0.96
Books 33.68/0.74 39.73/0.97 31.51/0.96 34.86/0.95
Cones 33.67/0.76 37.76/0.96 35.48/0.96 33.72/0.95
Moebius 33.68/0.74 39.99/0.97 37.28/0.96 34.75/0.95
Plastic 33.72/0.73 39.99/0.97 31.32/0.98 39.61/0.98
Reindeer 33.41/0.74 36.12/0.96 33.02/0.95 31.78/0.94
Sawtooth 33.77/0.72 38.72/0.97 39.14/0.98 35.18/0.97
Teddy 33.72/0.75 39.40/0.97 36.72/0.96 34.42/0.95
Venus 33.91/0.72 41.57/0.97 36.79/0.97 39.66/0.98

σ = 10 Aloe 28.08/0.49 34.43/0.91 30.85/0.91 30.08/0.91
Art 27.83/0.49 32.61/0.89 31.38/0.92 28.36/0.88
Baby 28.06/0.42 36.82/0.91 33.54/0.96 34.31/0.96
Books 28.00/0.43 37.02/0.91 31.66/0.95 34.82/0.95
Cones 28.10/0.48 35.90/0.91 34.98/0.94 33.71/0.94
Moebius 28.01/0.44 37.16/0.91 36.85/0.95 34.72/0.94
Plastic 28.01/0.41 37.16/0.91 31.35/0.98 39.19/0.98
Reindeer 27.93/0.44 34.74/0.91 32.87/0.95 31.80/0.94
Sawtooth 28.02/0.41 36.46/0.91 38.06/0.96 35.15/0.96
Teddy 28.07/0.46 36.86/0.92 36.08/0.95 34.32/0.95
Venus 28.06/0.40 37.87/0.91 36.27/0.95 39.14/0.97

5.5.4 Results of Depth Image Inpainting

This section demonstrate the applicability of the proposed guidance colour image based

depth reconstruction method for the problem of depth inpainting. The experiments have

been performed on synthetic images (from Middlebury dataset) and real depth images

(from Kinect device). The synthetic images are inscribed with various types of missing

region, e.g. random missing depth, and kinect-like degraded structured missing depth,

and there are also Kinect based captured RGB-D images. The kinect-like degraded
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images and kinect captured RGB-D images are taken from Yang et al. (2014).

Figure 5.15 shows the results of inpainting by the proposed method, where the first-

row shows the input images which need to be painted which has various kinds of miss-

ing regions for experimentation purpose. The following rows shows results obtained by

variants of proposed method, i.e. Inpaint-MS-MFill, Inpaint-MS-PFit, Inpaint-SLIC-

MFill and Inpaint-SLIC-PFit. It is seen that the MS segment cue based method (either

MFill or PFit approach) does well in preserving edge discontinuities and the depth pre-

cision.

Using SLIC segment cues also, the proposed method does better job of inpainting

the missing regions in the synthetic images, however, there are some visible holes at the

boundary of the image, but the overall depth precision and object depth discontinuities

are mostly preserved. SLIC segmentation generates super-pixels which are finer than

the segments generated by MS segmentation, so the MFill approach works well for

smoother regions, but at the same time, PFit approach stumble at full retaining the edge

discontinuities as seen in the last-row (Inpaint-SLIC-PFit) on kinect captured image.

Input Middlebury (Random Missing) Middlebury (Structural Missing) Kinect

Input

Inpaint-MFill
(MS)

Inpaint-PFit
(MS)

Inpaint-MFill
(SLIC)

Inpaint-PFit
(SLIC)

Figure 5.15: Results of depth inpaiting from random missing regions, structural missing
regions and real time Kinect images

Another set of experiments were performed for inpainting of the randomly scrib-
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bled images. The input images were randomly scribbled to synthesize random missing

region in the image. Using the proposed guidance based inpainting method, it could

successfully inpaint the scribbled region by preserving the depth edge discontinuities

and depth precision at most of the regions. In the last-row of Figure 5.16 and Table 5.8,

the scribbles are quite thick but as it is observed that the proposed inpainting methods

maintains the overall structure of the scene. Figure 5.16 shows three example of in-

painting the random scribble on the depth images. The inpainting performance of the

proposed method is shown in Table 5.8 in terms of PSNR/SSIM performance metrics.

Test
Images

Random
Scribble

Inpainted-MFill
(MS)

Inpainted-PFit
(MS)

Inpainted-MFill
(SLIC)

Inpainted-PFit
(SLIC)

Art

Cones

Teddy

Teddy-
Thick

Figure 5.16: Results of depth inpaiting from random scribbled image

Table 5.8: PSNR/SSIM results of inpainting method on random scribbled images
Test

Images
Random
Scribble

Inpaiting-MFill
(MS)

Inpaiting-PFit
(MS)

Inpaiting-MFill
(SLIC)

Inpaiting-PFit
(SLIC)

Art 18.90/0.87 36.52/0.98 39.95/0.99 35.36/0.98 39.95/0.99
Cones 18.49/0.84 41.25/0.99 42.09/0.99 40.42/0.99 40.67/0.99
Teddy 14.40/0.54 38.98/0.98 41.43/0.99 38.88/0.97 41.71/0.99
Teddy Thick 11.47/0.51 32.88/0.96 32.65/0.97 30.16/0.95 32.64/0.97

5.5.5 Failure Scenario

The MS/SLIC segmentation algorithms are sensitive to the low contrast images. When

the foreground and background colour contrast is very low, then these segmentation
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algorithm segment such low contrast region as one single region. In such cases, the

segment cue generated will be incorrect, and thus the depth reconstruction or super-

resolution gives wrong results.

Figure 5.17 shows the failure case where the the colour contrast of the bowling

target and the background is very low (red box), and they are segmented as one region

which results in the wrong cue for depth image super-resolution. However, in the region

of high contrast between foreground and background (blue box), the segmentation is

accurate and thus the depth reconstruction in reasonably good.

(a) HR colour image (b) HR depth image (c) MS segmented im-
age

(d) SR by factor ×2

Figure 5.17: Failure depth super-resolution (Bowling1 image). Poor performance at
segment regions with low-contrast (red box), and good performance at
segment regions with high-contrast (blue box) region

5.6 SUMMARY

Two simplistic and local approaches have been proposed for depth reconstruction from

the sparsely sampled random depth data. These methods employ the segmentation cue

from colour image of the same scene. The variants of proposed methods are based on

locally planar or constant depth assumption and use plane fitting or median computation

on local segments, followed by local cost computations. These methods also involve

either an iterative process or a 2-step process which reconstructs partial depth maps,

and then completes the same. Encouraging qualitative and quantitative results have

been demonstrated, and also shown positive comparisons with a state-of-the-art depth

reconstruction methods like ADMM and DR-DRU, which are considered as more so-

phisticated methods.
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It is also shown that the proposed DRSR method can be used to super-resolve a

sparsely observed LR image by cascading the DR and SR method. For DRSR problem,

the input has only few randomly sampled pixels on the LR depth image. This sparse

point cloud is fed to DRSR framework, which is a cascade of DR and SR module, which

does dense depth reconstruction first, followed by its super-resolution to a desired res-

olution. For higher upsampling factors, hierarchical approach has also been presented,

and comparable results are seen.

The applicability of the proposed guidance colour image based method for depth

image denoising and depth image inpainting has been demonstrated, and the results are

promising. For denoising problem, various levels of noise have been considered. For

Inpainting problem, various types of missing regions on synthetic and real Kinect depth

images have been considered. It is observed that SLIC segment cues works better at

depth regions which has piecewise linear varying depths.

In guidance image based depth image super-resolution the source of information is

from the guided HR colour image and the input LR image only. With recent technology

where there is no dearth of computational resources, one can learn the high-frequency

information from a set of HR images and use the learned information to obtain the high-

frequency detail for an unseen LR input. The next contributory chapter is motivated by

abundance of computational resources and the set of LR and its HR image pairs. These

LR-HR image pairs are used to learn the mapping between them by training a Gaussian

mixture model (GMM) and use the learned model to infer the high-frequency details

for a LR test image.
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CHAPTER 6

GAUSSIAN MIXTURE MODEL BASED SINGLE

DEPTH IMAGE SUPER-RESOLUTION

6.1 INTRODUCTION

1 As depth image have prominent edges, unlike optical images where texture is also im-

portant, so all depth image super-resolution methods try to enhance the edges. In previ-

ous chapters, some of the proposed methods for depth image super-resolution problem

were seen. These methods were mainly concentrating on enhancing the edges either by

using the wavelet transforms to extract the high-frequency information from the input

image, or by using an HR guidance colour image to obtain some prior cues to help

in refining the image to look plausible or to estimating the unknown pixels on the HR

image grid.

There have been few work on training a model to learn the HR-LR relationship

from the available training example images. These training based methods work better

if there is the training dataset is huge. If the number of training examples were less, it

results in overfitting scenario where such a method fails to generalize, however, with

large number of training examples the model can learn large types of variations from

them. This chapter try to address the problem of single depth image super-resolution

using Gaussian Mixture Model (GMM) technique. GMM model has proven to be good

for unsupervised clustering based on the probability distribution and it has been widely

used in image restoration, clustering and regression problems, among others. For train-

ing GMM model, overlapping HR and LR patches generated from synthetic depth im-

ages and their downsampled versions respectively, are vectorized and concatenated to
1Chandra Shaker Balure, Arnav Bhavsar, and M. Ramesh Kini. ”GMM Based Depth Image Super-

Resolution.” National Conference on Computer Vision, Pattern Recognition, Image Processing and
Graphics (NCVPRIPG 2017).



form a training matrix. The inherent relationship between the HR and LR patches are

captured by the covariance matrix which helps in estimating the HR patch for the input

LR patch. Expectation-Maximization (EM) iterative algorithm was adopted for param-

eter estimation which guarantees the convergence.

Motivated by the work of Sandeep and Jacob (2016), who have proposed single im-

age SR method for optical images using GMM which learns HR-LR relationship. In-

spired by their work, a single depth image super-resolution method using GMM model

has been proposed. Depth images have different characteristics as compared to optical

images. Mainly, depth images have prominent depth discontinuities, and they lack the

texture as most of the region in depth image will be smoother with almost similar val-

ues in that region. The standard GMM training and testing procedure remains the same,

however the proposed SRGMM method differs by several aspects,

1. GMM model is used for depth image SR as opposed to the optical image SR.

2. Synthetic depth images are used for training purpose as provided by Mac Aodha
et al. (2012) which has sharper edges to suit for SR problem.

3. Experiments have been performed with different number of Gaussian mixtures
and different patch sizes.

4. A stage-wise GMM training for enabling hierarchical SR is proposed, especially
for higher upsampling factors.

5. SR performance has been demonstrated on several unseen depth images from
standard Middlebury dataset (Scharstein and Szeliski, 2002), and real ToF depth
camera captured depth images by Ferstl et al. (2013) both qualitatively and quan-
titatively.

6. We show substantial result comparisons with classical bilinear and bicubic in-
terpolation methods and also with other state-of-the-art single depth image SR
methods, e.g. guided image filtering SR method by He et al. (2010), anisotropic
total generalized variation SR method by Ferstl et al. (2013), and residual inter-
polation SR method by Konno et al. (2015).

6.2 BACKGROUND

The use of GMM has been well proven to address the problems of speaker recong-

nition Reynolds et al. (2000), image restoration Portilla et al. (2003), image segmen-
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tation/clustering Gupta and Sortrakul (1998); Zivkovic (2004), image super-resolution

Sandeep and Jacob (2016) and more. In speaker recognition problem addressed by

Reynolds et al. (2000), they have used GMM, universal background model (UBM) and

a form of Bayesian adaptation. On the other hand, for image restoration problem, au-

thors in Portilla et al. (2003) have used GMM for image denoising. As GMM is good at

clustering the similar pattern under the umbrella of a Gaussian, so it has also been used

image segmentation in Gupta and Sortrakul (1998); Zivkovic (2004).

This section presents a brief overview of Gaussian mixture model (GMM) and the

expectation-maximization (EM) algorithm to estimate the unknown parameters of the

Gaussian distribution.

6.2.1 Gaussian Mixture Model Description

Gaussian Mixture Model (GMM) is a probabilistic model that assumes all the data

points are generated from a mixture of a finite number of Gaussian distributions with

unknown parameters. One can think of mixture models as generalizing k-means clus-

tering to incorporate information about the covariance structure of the data as well as

the centers of the potential Gaussians.

Suppose, the univariate data x = {x1, · · · , xn} is the collection of n samples which

are independent and identically distributed (i.i.d). Lets us take a simple example of

Gaussian parametric distribution to infer the parameters from the data (univariate), and

use the model to classify or cluster or generate more data from it. For a underlying

example of Gaussian distribution, there are two parameters to be inferred from the given

data, one is the mean (µ) and other one is the variance (σ2), where µ measures the

central tendency, and σ2 measures the variability. Let Θ = {µ, σ2} be the set of model

parameters. Thus, the probability density function (pdf) of such a distribution is given

by Eq. 6.1,

p(x|Θ) =
1√

2π σ
exp

(−(x− µ)2

2σ2

)
(6.1)

By keeping the observations fixed, allow the model parameter to vary and estimate
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its likelihood, such that, the estimated parameter for the Gaussian is likely to generate

those fixed observations. Thus, the maximum-likelihood (ML) estimation is written as

a likelihood function as shown in Eq. 6.2,

l(Θ|x) ≡ p(x|Θ) =
n∏
i=1

p(xi|Θ) (6.2)

The log-likelihood of Eq. 6.2 helps in easily optimizing the parameters, because natural

logrithm ln is a monotonically increasing function, hence, the log-likelihood is defined

in Eq. 6.3 as,

L(Θ|x) ≡ ln l(Θ|x) =
n∑
i=1

ln p(xi|Θ) (6.3)

The empirical mean and variance of univariate data, with Gaussian distribution as

shown in Eq. 6.1, which are the results of maximizing the log-likelihood L(Θ|x) by

solving the partial derivatives with respect to µ and σ, and equating it to zero, is given

by µ̂ and σ̂2 as shown in Eq. 6.4 and Eq. 6.5 respectively.

µ̂ =
1

N

N∑
i=1

xi =
1

N
xT1 (6.4)

σ̂2 =
1

N

N∑
i=1

(xi − µ)2 =
1

N
(x− µ1)T (x− µ1) (6.5)

Such a model can be further extended for univariate data with multiple Gaussian

(K Gaussians) in cases where the single Gaussian cannot represent the data distribution

well. Thus, the probability of observation x becomes as shown in Eq. 6.6,

p(x) =
K∑
j=1

P (z = j) p(x|z = j)

=
K∑
j=1

ωj
1√

2π σj
exp

(−(x− µj)2

2σ2
j

) (6.6)

where, ωj is the weight of the jth Gaussian, and all the weights must summed to 1, i.e.∑K
i=1 ωj = 1.
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For the case of multivariate, which is where is the point of interest, the probability

of an element x ∈ Rd of d dimension is given by Eq. 6.7,

p(x) =
K∑
j=1

ωj
1√

(2π)d|Sj|
exp{−1

2
(x− µj)TS−1

j (x− µj)} (6.7)

where, ωj is the weight, and µj ∈ Rd is the mean vector of the jth Gaussian, and Sj

is the covariance matrix of size d× d which represents the shape and the orientation of

the Gaussian.

To find the maximum-likelihood, expectation-maximization (EM) algorithm is used,

which is an iterative method for parameter estimation. A brief explanation of EM algo-

rithm is given in the following section.

6.2.2 Expectation-Maximization Algorithm Description

The main difficulty in learning GMM models from unlabeled data is that, one usually

doesn’t know which points came from which latent component. For many models, a

maximum-likelihood (ML) estimation can be found, but for many other models, there

would not be any known closed-form solution to the maximization problem. In such

cases, ML estimation has to be found numerically using some optimization methods,

which are intractable. The alternate solution is to use EM algorithm.

Expectation-maximization (EM) is a well-founded statistical algorithm to get around

this problem by an iterative process. The EM algorithm iterates between expectation-

step (E-step) and maximization-step (M-step). In E-step, the log-likelihood is evaluated

based on the current or initially set parameters, and in M-step, it updates the parameters

by maximizing the expected log-likelihood found in E-step. E-step assumes random

components (randomly centered on data points, or learned from k-means, or even just

normally distributed around the origin), and computes for each point a probability of

being generated by each component of the model. Then, in second step (M-step), one

tweaks the parameters to maximize the likelihood of the data given those assignments.

Repeating this process is guaranteed to always converge to a local optimum. The sum-

117



mary of EM algorithm is as below:

1. Initialize the weights (ωj), means (µj), and variances (σ2
j ) for each Gaussian in

the model.

2. Calculate the posterior probability that these Gaussians have generated the data
collected in the dataset.

3. Update the weights, means and variances for each Gaussian.

4. Repeat step 2 and 3 until convergence.

6.3 PROPOSED LEARNING BASED GMM MODEL

FOR DEPTH IMAGE SR

Let us denote the following notations for better understanding. We denote the HR and

LR training image set as X and Y respectively, with T number of training examples in

each set, i.e. [x1, · · · , xT ] and [y1, · · · , yT ] respectively. We extractN number of patch-

pair (HR-LR patch-pair) from the given HR and LR training set X and Y , and call the

set of HR and LR patches as PX and PY respectively, where each set containing N

number of patches [px1, · · · , pxN ] and [py1, · · · , pyN ]. The patches pxi extracted from

an HR training image xi is of size qτ×qτ , and the patches pyi from an LR training image

yi is of size τ × τ , where q is the upsampling factor. These HR and LR set of patches

PX and PY are then converted into vector form to form a set of HR and LR vectors

which is represented as V X and V Y , where each set is represented by [vx1, · · · , vxN ]

and [vy1, · · · , vyN ] respectively. These HR and LR vectors are concatenated to form

a single concatenated vector, and the complete set of such N vectors [v1, · · · , vN ] is

represents as V .

With this nomenclature, for a given image set X and Y we train the GMM with the

concatenated HR-LR patch vector set V . For an unseen LR input image y, the problem

of SR involves upsampling y by a factor of q to produce an HR estimate x̂, which needs

to be closer to the ground truth (GT) image x.
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6.3.1 SR GMM Training

Let us assume that we have a set HR and LR training image set X = {xi}Ti=1 and

Y = {yi}Ti=1 respectively, with T numbers of training examples in each set. The LR

image set X is the downsampled versions of the HR image set Y . We first extract total

N overlapping patches from each HR and LR training set. The patches extracted from

HR image set X are of size qτ×qτ , and from LR image set Y are of size τ×τ , and they

are represented by PX = {pxi}Ni=1 and PY = {pyi}Ni=1 respectively. These patches

are then converted into vector form by stretching the patches into a column vector, and

it is represented by V X = {vxi}Ni=1, where vxi ∈ Rτ2q2 , and V Y = {vyi}Ni=1, where

vy ∈ Rτ2 , for HR and LR patch set respectively. These HR and LR vector set are

concatenated, as shown in Eq. 6.8, to form a single matrix of width equal to the number

of vectors (i.e. N ), and height equal to the addition of length of HR and LR vector (i.e.

τ 2q2 + τ 2), where each column vector is represented by vi ∈ Rτ2(1+q2) (or Rd, where

d = τ 2(1+q2)), and the collection of all suchN vectors is represented by V = {vi}Ni=1.

The vector set V is the observation matrix for the GMM training.

vi =

vxi
vyi

 (6.8)

For training GMM, parameter K, the number of Gaussian components, needs to

be specified. GMM prior is a mixture of K Gaussian components with parameters

{µj,Sj}Kj=1. A randomly chosen vector z, which represents the concatenated HR and

LR patch vector will have a probability density function (pdf) as shown in Eq. 6.9,

p(z) =
K∑
j=1

ωj Φ
(
z;µj,Sj

)
(6.9)

where, µj and Sj denote the mean vector and covariance matrix of the jth Gaussian

mixture respectively, ωj is its weight, and the function Φ(·) denotes multivariate Gaus-
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sian pdf which is given as below,

Φ(z;µj,Sj) =
1√

(2π)d|Sj|
exp

(
−1

2
(z − µj)TS−1

j (z − µj)
)

(6.10)

The whole vector space {vi} grouped by GMM is completely characterized by the

parameter set Θ = {ωj, µj,Sj}, where z, µj ∈ Rd and Sj ∈ Rd×d

The likelihood of a vector vi belonging to the jth Gaussian is denoted by a random

variable (RV) r, which can take on value j = 1, · · · , K, which corresponds to the

Gaussian which generated it. This likelihood is given by Eq. 6.11,

q
(j)
i ≡ P (ri = j|vi)

= P (ri = j) p(vi|ri = j)

= ωj p(vi|ri = j)

= ωj Φ(vi;µj,Sj)

= ωj
1√

(2π)d|Sj|
exp

(
−1

2
(vi − µj)TS−1

j (vi − µj)
)

(6.11)

By maximizing the likelihood q
(j)
i of ith vector vi, in jth Gaussian is as shown in

Eq. 6.12,

ĵi = arg max
j

q
(j)
i (6.12)

The jth Gaussian component over some vectors vi can be treated as grouping of similar

vectors, such that, the HR part of these concatenated vector with similar behavior is

grouped in a cluster in their HR patch space, and similarly the LR part of the vector

gets grouped in their LR patch space. The parameter µ̄j and Sj of the jth Gaussian

mixture can be represented by Eq. 6.13 and Eq. 6.14 respectively,

µj =

µHj

µLj

 (6.13)

Sj =

 SHj
SHLj

SLHj
SLj

 (6.14)
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where, µ(·) and S(·) represent the mean vectors and the covariance matrices. The sub-

script Hj and Lj corresponds to the HR and LR part, such that SHj
and SLj

represents

the covariance matrices between the HR vectors in HR vector space and between LR

vectors in LR vector space respectively, of jth Gaussian mixture; similarly, the subscript

SHLj
corresponds to the covariance matrix with its elements as covariance between HR

and LR vectors (and SLHj
is transpose of SHLj

). Each Gaussian mixture represents a

space which contains the HR-LR pair whose mean and covariance is close to the Gaus-

sian mixture it belongs to.

For image SR problem, the cross covariance matrix SHLj
is utilized to estimate the

HR patch corresponding to the LR patch of the input test image. Given a set of vectors

vi = [v1, · · · , vN ], the parameter Θ = {ωj, µj,Sj}Kj=1 is learnt by maximizing the

likelihood of the data. With a given initial parameter Θ̃ = {ω̃j, µ̃j, S̃j}, the objective

function for ML estimation is given by Eq. 6.15,

Θ = arg max
Θ̃

p(v1, · · · , vN |Θ̃)

= arg max
Θ̃

−
N∑
i=1

log
K∑
j=1

ω̃jN (vi; µ̃j, S̃j)

(6.15)

The ML estimation is difficult and it does not give exact solution, thus EM algorithm is

used to compute the GMM parameters which guarantee the convergence. As discussed

earlier, the EM algorithm iterates alternatively between E-step (expectation) and M-step

(maximization) to update the parameters until convergence.

Algorithm 7 shows the complete process of training the GMM model, and its pa-

rameter estimation.

6.3.2 Multivariate GMM Testing

As a part of testing the GMM model for SR performance, the input test image is decom-

posed into overlapping patches of size τ × τ . All patches are than converted into vector

form which are represented by {yi}Ni=1, where yi ∈ Rτ2 . Given a patch from the test

121



Algorithm 7 Multivariate GMM training
1: Input: Set of training vectors {vi}Ni=1, number of Gaussian components (K), and

Threshold (δ).
2: Initialization: The parameters for multivariate GMM {ωj, µj,Sj}Kj=1 are initial-

ized by randomly partitioning the vi’s into K clusters {Cj}Kj=1, and compute ωj, µj
and Sj as,

ωj =
|Cj|
N

;

µj =
1

Cj

∑
m∈Cj

vm;

Sj =
1

Cj

∑
m∈Cj

(vm − µj)(vm − µj)T

3: E-Step:

q
(j)
i =

ωj Φ(vi;µj,Sj)∑K
j=1 ωj Φ(vi;µj,Sj)

and

nj =
N∑
i=1

q
(j)
i

where, i = 1, · · · , N is the number of samples collected, and j = 1, · · · , K is the
number of Gaussian components.

4: M-Step:

ωj =
nj
N

;

µj =
1

nj

N∑
i=1

q
(j)
i vi;

Sj =
1

nj

N∑
i=1

q
(j)
i (vi − µj)(vi − µj)T

5: Convergence criterion: Compute the likelihood L̂, such that,

L̂ =
1

N

N∑
i=1

log

(
K∑
j=1

ωj Φ(vi;µj,Sj)

)

If |L− L̂| < δ; goto step-6
Otherwise; set L = L̂, and goto step-3

6: Output: GMM parameters {ωj, µj,Sj}Kj=1 for K Gaussian components.
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image, the likelihood of that patch being generated from a Gaussian component (say,

jth Gaussian component) from the set of Gaussian components is estimated is given by

Eq. 6.16 as,

γiLj
= ωj p(yi|µLj

,SLj
) (6.16)

and choose the one which maximizes the likelihood, which is given by Eq. 6.17,

ĵi = arg max
j

γiLj
(6.17)

On estimating the Gaussian component which could possibly be responsible for

generating the test vector, we now estimate the corresponding HR patch x̂i from the

jth Gaussian component by using the minimum mean square error (MMSE) method as

shown in Eq. 6.18,

x̂i = E[xi|yi]

= µHĵi

+ SHLĵi
S−1
Lĵi

(
yi − µLĵi

) (6.18)

We find all the HR vectors {xi}Ni=1, where xi ∈ Rτ2q2 , for the corresponding LR patches

{yi}Ni=1, where yi ∈ Rτ2 . Converting these HR vectors in patches and placing them on

the HR grid, and averaging on the overlapping region produce the final HR image X̂ .

Algorithm 8 shows the process of obtaining the HR image from an LR image step-

by-step.

6.3.3 Direct Approach versus Hierarchical Approach

In direct approach, we train GMM model using appropriate HR-LR patch sizes, e.g. for

upsampling factor ×8, we train using 32 × 32 and 4 × 4 patch sizes from HR and LR

images of size 800× 800 and 100× 100. However, in Hierarchical approach, we train

GMM model only for upsampling factor ×2, but with different HR and LR images

sizes, e.g. we train the first GMM model (called TrainGMM1) for factor ×2 using
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Algorithm 8 Multivariate GMM testing
1: Input: LR test image with extracted patch vectors {yi}Ni=1, and the learnt GMM

parameters {ωj, µj,Sj}Kj=1.
2: Select Gaussian Component: For a given test vector yi, find the Gaussian compo-

nent (say jth component) which probably have generated it,

ĵi = arg max
j∈1···K

γiLj

3: Select HR vector: From the probable jth Gaussian component, estimate the HR
vector as,

x̂i = µHĵi

+ SHLĵi
S−1
Lĵi

(
yi − µLĵi

)
4: Post Processing: On the overlapping regions on the HR image grid, a Gaussian

weighted average is computed among the overlapping patches.
5: Output: The HR image X̂ .

patch sizes 8× 8 and 4× 4 from HR and LR images of size 800× 800 and 400× 400

respectively; similarly, we train second GMM model (TrainGMM2) which is also for

upsampling factor ×2, but with smaller HR and LR image sizes of 400 × 400 and

200 × 200 respectively; and a third GMM model (TrainGMM3) for same upsampling

factor and with same HR-LR patch sizes, but with different image sizes 200× 200 and

100× 100 for HR and LR training images.

Hence in hierarchical approach, we learn the small structure at the lowest resolu-

tion which will support to give accurate output at further stages for higher upsampling

factors.

6.4 EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section we will discuss on the results obtained by the SRGMM method and its

comparison with other SR methods. Before looking at the results, we would like to

present the database used for training and testing, and the LR image modeling used in

the proposed SRGMM method.
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6.4.1 Training/Testing Database

For GMM training, we have taken synthetic depth images from Mac Aodha et al. (2012)

which the authors have used for training purpose for the problem of single depth image

SR. There are total 31 synthetic depth examples, each of dimension 800× 800, and all

the examples were used for GMM training. Some of them are shown in Figure 6.1.

A point to note here is that, the training images have darker pixel values for closer

objects, and brighter pixel values for farthest object (which is based on the distance of

object from the camera), whereas, the testing images which is taken from Middlebury

database Scharstein and Szeliski (2002), have brighter values for near objects and the

darker values for farthest object (which is based on the parallax distance of object from

the two camera viewpoint).

Figure 6.1: Few examples of synthetic training images

For testing purpose, we have used depth images from Middlebury dataset Scharstein

and Szeliski (2002). We have chosen depth images which are having planar structures,

and some images with varying number of objects from simple objects to complex ob-

jects. We experimented with adding noise to the training images to learn the LR-HR

mapping better. The addition of noise to the training dataset was done with the intension

of replicate the real scenario where noise is always implicit to the image and to avoid

the mismatch between the test image and the training image. But we could not succeed

in getting better results.

6.4.2 Parameter Selection

As mentioned earlier, we take the overlapped patches from both HR and LR training

images, and vectorize them to concatenate to form a training matrix. We select N

vectors (N = 1, 000, 000) randomly from the set of vectors V = {vi}Ni=1 extracted
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from HR and LR training images. One can choose more number of vectors, which can

further ease the possibility of finding the more closer match for the input test patch.

Table 6.1 shows different HR and LR patches collected for different upsampling factor.

We have experimented with various Gaussian mixtures (i.e. 50, 100, 150, 200, 250 and

300) to see how many Gaussian mixtures are suitable for the SR task.

Table 6.1: Selection of patch sizes for different upsampling factor
Upsampling

factor
HR

patch size
LR

patch size
Factor ×2 8× 8 4× 4
Factor ×4 16× 16 4× 4
Factor ×8 24× 24 3× 3

6.4.3 SR Results on Synthetic Depth Images

In this section we demonstrate the qualitative and quantitative results of depth image

super-resolution methods on noiseless and noisy depth images for SR upsampling fac-

tors ×2, ×4 and ×8. We compare SRGMM results with classical bilinear and bicubic

interpolation results, and with SR results of other state-of-the-art methods like guided

image filtering (GIF) He et al. (2010), anisotropic total generalized variation (ATGV)

Ferstl et al. (2013), and residual interpolation (RI) Konno et al. (2015).

As we train the GMM model which has various parameters to set, we have exper-

imented with different parameter values. We presented results for different number

of Gaussian mixtures varying from 50 to 300 with a difference of 50. We have also

demonstrated the effect of selection of HR-LR patch sizes as 8 × 8 and 4 × 4 for HR

and LR patch respectively in one setting to [6,3] and [4,2] in another settings. We have

also presented the results with different number of patch collections as 10 Lakhs, 5

Lakhs, 2.5 Lakhs and 1 Lakhs. The synthetic images Mac Aodha et al. (2012) were

used from training GMM model, and we have used the standard Middlebury depth

dataset Scharstein and Szeliski (2002) for testing the model. For testing purpose, we

have shown the results variation with change in the target size of the SR image, hence

we have presented results for different target images size as one-third, one-half and
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full sizes. Other than noiseless test inputs, we have also considered noisy test inputs to

demonstrate the effectiveness of SRGMM method in suppressing the noise level in the

SR output.

Qualitative Results: Figure 6.2 and Figure 6.3 shows the SR results for upsampling

factor ×2 on aloe depth image without noise (σ = 0) and with noise (σ = 5) respec-

tively. We have shown SRGMM results obtained from three trained GMM models with

100, 200 and 300 Gaussian mixtures, and compare it with the SR results of GIF, ATGV

and RI methods.

As observed in Figure 6.2, the outputs produced by SRGMM method with differ-

ent are better in terms of preserving the edges, and maintaining the overall structure

of the objects in the image. Compared to the other competitive SR methods, SRGMM

results are more clear and distinct at the edge discontinuities. The bicubic results suffer

severely by blurring the edge discontinuities, and the GIF, ATGV and RI methods also

has some artifacts at the edges of the objects at different depths. SRGMM method is

able to perform well with better smoothing at the object regions where the depth seems

to be almost similar at the object surface, and is also good at preserving edge discon-

tinuities with higher accuracy. We also show the results on noisy inputs in Figure 6.3,

where we have added external noise to a clean test image with noise standard deviation

of 5 (σ = 5). The interpolation results heavily suffer from noise and it is unable to

suppress the noise level in the output image. Other SR methods like GIF, ATGV and

RI methods perform quite well in terms of suppressing the noise level as these meth-

ods were proposed for noisy images. However, SRGMM method is better then those

in terms of suppressing the noise and in terms of preserving the edge discontinuities.

We have shown the SRGMM results under three different setup which considers the

number of Gaussian mixtures as 100, 200 and 300 respectively. One can notice (more

clearly in the SR results for higher upsampling factor) that as we consider more num-

ber of Gaussian mixtures the chances that the test patch can find its best close match

increases, thereby producing better results.

To show the strength of the proposed SRGMM method, we demonstrate it for higher
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upsampling factors. Figure 6.4 shows the SR results for upsampling factor×4 on noise-

less images of cones, and Figure 6.5 shows the SR results for upsampling factor ×8 on

noiseless images of teddy. In Figure 6.4, we can see that the vertical sticks in the images

are see clearly in output produced by SRGMM with much clear demarcation of stick

and its background, and the overall depth information is also maintained. This infor-

mation is not very clear (blurred) in either the bicubic interpolation output or the other

SR methods and they suffer from blurring artifacts. As we see minutely (under high

zoom), the sticks, the head, and the cones in the front have improved edge informa-

tion and the object surface looks much smoother, whereas the ATGV and RI methods

have some leaky artifacts at the edges of the objects at different depths. Similarly, Fig-

ure 6.5 shows the SR results but for the factor ×8 on noiseless images. Here, SRGMM

method performs better than the classical interpolation methods, and we also perform

better than the GIF method. The ATGV and RI methods takes a lead and perform better

than SRGMM method in this scenario, because of the reason that the LR test patch will

become so small for ×8 case that it becomes difficult to find a good HR match.

(a) GT (b) Bic (c) GIF (d) ATGV

(e) RI (f) SRGMM 100 mix (g) SRGMM 200 mix (h) SRGMM 300 mix

Figure 6.2: Visual comparison of SR results upsampled by ×2 factor on noiseless im-
age.

We also show the quantitative results on some of the selected test images from Mid-

dlebury dataset Scharstein and Szeliski (2002) in terms of PSNR and SSIM performance

metrics. We have tabulated the SR results in Table 6.2, 6.3 and 6.4 for upsampling fac-
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(a) GT (b) Bic (c) GIF (d) ATGV

(e) RI (f) SRGMM 100 mix (g) SRGMM 200 mix (h) SRGMM 300 mix

Figure 6.3: Visual comparison of SR results upsampled by ×2 factor on noisy image.

(a) GT (b) Bic (c) GIF (d) ATGV

(e) RI (f) SRGMM 100 mix (g) SRGMM 200 mix (h) SRGMM 300 mix

Figure 6.4: Visual comparison of SR results upsampled by ×4 factor on noiseless im-
age.

tor ×2, ×4 and ×8 respectively. Each table shows the SR results on the common set

of test images without noise (σ = 0) and with noise (σ = 5), and compared SRGMM

method trained over 100, 200 and 300 Gaussian mixtures with classical bilinear and

bicubic interpolation methods and other state-of-the-art SR methods like GIF, ATGV

and RI methods.

Quantitative Results: Table 6.2 shows PSNR/SSIM results for SR factor ×2. In

tables, a row with bold numbers represents the best result among all the comparative
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(a) GT (b) Bic (c) GIF (d) ATGV

(e) RI (f) SRGMM 100 mix (g) SRGMM 200 mix (h) SRGMM 300 mix

Figure 6.5: Visual comparison of SR results upsampled by ×8 factor on noiseless im-
age.

methods. We can observe that the proposed SRGMM method (last 3 columns) shows

best performance among the comparative methods. In noisless case, the GMM trained

with 200 Gaussian mixtures performs best on most of the test images, and even oth-

erwise one of the variants of proposed SRGMM method with either 100, 200 or 300

produce better results as compared to other single depth image SR methods like GIF,

ATGV and RI. Same is the case with noisy scenario, but the GMM trained with 200

and 300 Gaussian mixtures perform equally well. Estimating the optimal number of

Gaussian mixtures required in this case is difficult as it depends on many different pa-

rameters. There is no proper value which can give consistent results over the set of test

images, however one can freely choose the number of Gaussian mixtures between 300

to 500 for depth image super-resolution problem.

Table 6.3 and Table 6.4 shows SR results for upsampling factor 4 and 8. The GMM

trained with 300 Gaussian mixture for SR factor ×4 does better job of giving the best

results among the comparative methods, but the SRGMM method with different Gaus-

sian mixtures does not perform well for all the images. This can be seen more in noisy

case were either ATGV or RI method lead the track. And as we see SR results for factor

×8, the SRGMM method lags behind, and RI method performs better in both noiseless

and noisy case.
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Table 6.2: PSNR/SSIM performance metrics for SRGMM for upsampling factor ×2
(Bold represents the best result among comparative methods)

Images Bil Bic GIF ATGV RI
SRGMM
100 Mix

SRGMM
200 Mix

SRGMM
300 Mix

x2 sig0
Aloe 33.36/0.95 33.67/0.95 33.83/0.96 34.41/0.96 35.42/0.97 37.96/0.98 37.76/0.98 37.98/0.98
Art 31.02/0.92 31.42/0.93 31.70/0.93 32.01/0.94 32.76/0.95 35.52/0.97 35.88/0.97 35.64/0.97

Baby 37.95/0.98 38.27/0.98 38.44/0.98 39.16/0.98 40.15/0.99 43.70/0.99 43.95/0.99 43.84/0.99
Books 39.15/0.98 39.47/0.98 39.63/0.98 40.11/0.98 41.14/0.98 43.18/0.99 43.88/0.99 43.51/0.99
Cones 36.25/0.97 36.58/0.97 36.75/0.97 37.50/0.97 38.09/0.98 40.00/0.98 40.00/0.98 39.98/0.98

Moebius 39.67/0.97 40.01/0.98 40.22/0.98 40.82/0.98 41.51/0.98 42.26/0.98 42.12/0.98 42.23/0.98
Plastic 39.28/0.99 39.57/0.99 40.14/0.99 41.64/0.99 41.72/0.99 45.76/0.99 46.15/1.00 46.07/1.00

Reindeer 34.17/0.96 34.51/0.97 34.87/0.97 35.10/0.97 35.99/0.98 38.64/0.98 38.88/0.98 38.95/0.98
Sawtooth 37.50/0.98 37.86/0.98 38.71/0.98 38.76/0.98 39.51/0.99 44.13/1.00 44.73/1.00 44.58/1.00

Teddy 38.83/0.98 39.15/0.98 39.52/0.98 40.13/0.98 40.70/0.98 41.21/0.98 39.82/0.98 41.60/0.98
Venus 42.35/0.99 42.69/0.99 43.25/0.99 43.87/0.99 44.48/0.99 48.90/1.00 49.29/1.00 48.97/1.00

x2 sig5
Aloe 32.15/0.87 31.70/0.81 33.12/0.92 32.56/0.85 32.51/0.82 35.60/0.96 35.40/0.96 35.46/0.96
Art 30.27/0.84 30.12/0.79 31.24/0.90 30.96/0.85 30.86/0.80 33.70/0.95 32.83/0.95 33.84/0.95

Baby 35.05/0.88 33.94/0.82 36.68/0.94 35.54/0.88 34.38/0.82 36.69/0.93 36.76/0.93 36.63/0.92
Books 35.64/0.88 34.37/0.82 37.55/0.94 35.92/0.88 34.70/0.82 39.79/0.97 39.77/0.98 40.22/0.98
Cones 34.16/0.88 33.33/0.82 35.54/0.94 34.56/0.87 33.83/0.83 37.94/0.97 37.94/0.97 37.76/0.97

Moebius 35.84/0.88 34.51/0.82 37.72/0.94 36.13/0.88 34.76/0.82 38.98/0.96 39.02/0.96 38.96/0.96
Plastic 35.75/0.89 34.44/0.82 38.00/0.95 37.01/0.89 34.85/0.82 41.77/0.98 41.90/0.98 41.71/0.98

Reindeer 32.76/0.87 32.21/0.81 34.10/0.94 33.77/0.88 32.86/0.82 36.59/0.97 36.70/0.97 36.71/0.97
Sawtooth 34.81/0.88 33.78/0.81 36.96/0.94 35.15/0.87 34.17/0.81 37.35/0.94 37.61/0.94 37.60/0.94

Teddy 35.56/0.89 34.34/0.83 37.49/0.94 35.82/0.88 34.66/0.83 38.58/0.97 37.51/0.97 38.74/0.97
Venus 36.77/0.88 35.11/0.82 39.48/0.95 36.83/0.87 35.27/0.82 39.22/0.95 39.48/0.95 39.24/0.95

Table 6.3: PSNR/SSIM performance metrics for SRGMM for upsampling factor ×4
(Bold represents the best result among comparative methods)

Images Bil Bic GIF ATGV RI
SRGMM
100 Mix

SRGMM
200 Mix

SRGMM
300 Mix

x4 sig0
Aloe 30.10/0.92 30.11/0.92 30.47/0.93 31.90/0.94 34.82/0.97 34.72/0.96 34.84/0.96 34.81/0.96
Art 28.26/0.88 28.44/0.88 28.87/0.89 29.80/0.91 31.61/0.94 31.83/0.93 32.35/0.94 32.42/0.94

Baby 34.78/0.97 34.87/0.97 35.19/0.97 36.89/0.98 39.25/0.99 39.36/0.98 39.80/0.98 40.25/0.99
Books 36.08/0.96 36.18/0.96 36.49/0.97 37.90/0.97 40.67/0.98 38.21/0.97 39.52/0.98 38.63/0.98
Cones 33.08/0.95 33.12/0.95 33.56/0.95 35.31/0.96 36.83/0.97 36.69/0.97 36.71/0.97 36.91/0.97

Moebius 36.43/0.96 36.53/0.96 36.89/0.96 38.20/0.97 40.87/0.98 38.18/0.96 38.82/0.97 38.78/0.97
Plastic 36.27/0.98 36.33/0.98 36.76/0.98 41.55/0.99 38.47/0.99 38.65/0.98 40.97/0.99 39.66/0.98

Reindeer 31.16/0.94 31.25/0.94 31.73/0.95 34.01/0.97 35.12/0.97 35.09/0.96 35.40/0.97 35.54/0.97
Sawtooth 34.84/0.97 35.04/0.97 35.80/0.97 37.61/0.98 38.76/0.99 40.24/0.99 40.40/0.99 40.46/0.99

Teddy 35.67/0.97 35.78/0.97 36.26/0.97 38.30/0.98 39.78/0.98 37.97/0.97 38.00/0.97 37.90/0.97
Venus 39.63/0.98 39.81/0.98 40.43/0.99 42.62/0.99 44.54/0.99 44.23/0.99 44.99/0.99 45.48/0.99

x4 sig5
Aloe 29.39/0.87 29.08/0.84 29.76/0.88 31.24/0.91 32.25/0.88 33.06/0.93 32.91/0.93 32.96/0.93
Art 27.79/0.83 27.72/0.80 28.36/0.85 29.41/0.89 30.19/0.85 30.99/0.91 31.18/0.91 31.05/0.91

Baby 33.08/0.90 32.41/0.87 33.54/0.92 35.77/0.95 34.36/0.89 34.55/0.91 34.60/0.90 34.42/0.90
Books 33.85/0.90 33.06/0.87 34.39/0.92 36.21/0.94 34.71/0.89 36.68/0.96 37.06/0.96 36.68/0.96
Cones 31.90/0.89 31.39/0.86 32.44/0.91 34.31/0.93 33.39/0.88 35.26/0.95 35.14/0.95 35.16/0.95

Moebius 34.07/0.90 33.24/0.86 34.51/0.91 36.64/0.94 34.79/0.88 36.51/0.95 36.43/0.95 36.25/0.94
Plastic 34.01/0.91 33.18/0.87 34.63/0.93 39.20/0.97 34.55/0.89 37.95/0.97 38.21/0.97 37.72/0.97

Reindeer 30.31/0.88 30.00/0.85 30.91/0.91 33.22/0.94 32.44/0.88 33.83/0.95 33.85/0.94 33.70/0.94
Sawtooth 33.03/0.90 32.43/0.86 33.92/0.92 35.98/0.95 33.99/0.88 35.50/0.93 35.27/0.93 35.02/0.92

Teddy 33.62/0.91 32.90/0.87 34.24/0.93 36.50/0.95 34.52/0.89 35.91/0.95 35.68/0.95 35.48/0.95
Venus 35.57/0.91 34.43/0.87 36.42/0.94 39.14/0.95 35.39/0.89 37.14/0.94 36.98/0.93 36.54/0.93
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Table 6.4: PSNR/SSIM performance metrics for SRGMM for upsampling factor ×8
(Bold represents the best result among comparative methods)

Images Bil Bic GIF ATGV RI
SRGMM
100 Mix

SRGMM
200 Mix

SRGMM
300 Mix

x8 sig0
Aloe 26.52/0.88 26.22/0.87 26.36/0.88 26.12/0.90 30.27/0.92 29.54/0.90 29.10/0.89 29.40/0.89
Art 24.90/0.82 24.77/0.81 24.91/0.82 25.95/0.86 28.05/0.88 26.05/0.83 24.37/0.82 23.90/0.82

Baby 30.56/0.94 30.37/0.94 30.67/0.94 32.52/0.96 36.35/0.97 33.14/0.95 32.60/0.95 32.64/0.95
Books 31.76/0.95 31.58/0.94 31.83/0.95 32.69/0.94 36.96/0.97 32.51/0.95 32.34/0.95 31.51/0.94
Cones 29.79/0.92 29.59/0.92 29.79/0.93 30.72/0.93 32.63/0.95 30.45/0.92 30.10/0.92 30.42/0.92

Moebius 32.71/0.94 32.60/0.94 32.72/0.94 32.80/0.94 37.19/0.96 29.42/0.93 26.66/0.93 26.24/0.93
Plastic 31.11/0.96 30.93/0.96 31.08/0.96 33.46/0.97 36.39/0.98 33.31/0.97 33.43/0.96 32.45/0.96

Reindeer 27.84/0.91 27.66/0.91 28.02/0.92 29.64/0.94 31.39/0.95 28.94/0.92 28.23/0.90 28.21/0.90
Sawtooth 31.16/0.95 31.11/0.95 31.58/0.95 32.21/0.96 34.23/0.97 32.85/0.96 32.63/0.95 32.65/0.95

Teddy 31.70/0.95 31.58/0.94 31.83/0.95 33.09/0.96 35.90/0.97 27.75/0.94 24.94/0.94 25.23/0.94
Venus 36.08/0.97 35.99/0.97 36.36/0.97 38.61/0.97 41.11/0.99 36.96/0.98 36.71/0.97 36.69/0.97

x8 sig5
Aloe 26.20/0.86 25.79/0.84 25.98/0.85 25.87/0.89 29.40/0.89 28.98/0.88 28.42/0.87 28.33/0.86
Art 24.68/0.80 24.45/0.78 24.62/0.79 25.87/0.86 27.25/0.84 25.69/0.82 23.13/0.80 22.90/0.80

Baby 29.77/0.92 29.29/0.90 29.69/0.91 32.31/0.96 32.62/0.93 31.43/0.92 31.00/0.91 30.99/0.91
Books 30.82/0.92 30.28/0.91 30.67/0.92 32.84/0.95 33.35/0.93 30.66/0.93 28.99/0.93 29.09/0.92
Cones 29.24/0.90 28.82/0.89 29.12/0.90 30.45/0.93 31.12/0.91 30.16/0.91 29.33/0.90 29.84/0.90

Moebius 31.66/0.92 31.09/0.90 31.41/0.91 32.57/0.94 33.63/0.92 28.71/0.92 26.23/0.91 26.07/0.90
Plastic 30.28/0.94 29.77/0.92 30.07/0.93 33.81/0.97 32.97/0.94 32.27/0.95 32.26/0.95 32.55/0.94

Reindeer 27.44/0.89 27.11/0.88 27.52/0.89 29.56/0.94 30.00/0.91 28.43/0.90 28.06/0.89 27.79/0.88
Sawtooth 30.22/0.92 29.80/0.91 30.46/0.92 32.56/0.96 31.87/0.93 31.37/0.93 30.49/0.91 30.60/0.91

Teddy 30.76/0.92 30.28/0.91 30.66/0.92 32.85/0.96 33.05/0.93 27.72/0.92 27.06/0.91 24.81/0.91
Venus 33.82/0.94 32.98/0.93 33.54/0.94 38.67/0.98 34.71/0.94 33.76/0.94 32.81/0.93 32.04/0.93

To show graphically, we have computed the average PSNR value over the chosen

test set and we plot it against the number of Gaussian mixtures used for GMM training.

Since other SR methods and interpolation methods are independent of the number of

Gaussian mixtures, so we represent their average plot as straight line (constant). We

show the trend of SRGMM method (red curve) for upsampling factor×2,×4 and×8 on

noiseless and noisy images in Figure 6.6 and their averaged PSNR values in Table 6.5.

The plots show clearly how many number of Gaussian mixtures are sufficient for depth

image super-resolution.

Table 6.5: Average PSNRs of SRGMM method with different Gaussian Mixtures for
single depth image SR problem (Bold represents the best result among com-
parative methods)

Upsampling Bil Bic GIF ATGV RI
SRGMM
50 Mix

SRGMM
100 Mix

SRGMM
150 Mix

SRGMM
200 Mix

SRGMM
250 Mix

SRGMM
300 Mix

x2 Sig0 37.23 37.56 37.91 38.50 39.22 41.44 41.93 41.69 42.04 42.08 42.12
x2 Sig5 34.43 33.44 36.17 34.93 33.89 37.98 37.83 37.93 37.72 38.05 37.89
x4 Sig0 34.20 34.31 34.76 36.73 38.24 38.14 37.74 37.41 38.34 38.10 38.25
x4 Sig5 32.42 31.80 33.01 35.23 33.68 35.51 35.21 34.72 35.21 35.10 34.99
x8 Sig0 30.37 30.21 30.46 31.61 34.58 31.61 30.99 29.63 30.10 30.26 29.94
x8 Sig5 29.53 29.06 29.43 31.57 31.81 30.22 29.92 29.09 28.88 29.05 28.63

We can see that for upsampling factor ×2, the SRGMM performs better than the
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Figure 6.6: Comparison of average PSNR values of depth super-resolution methods
with different number of Gaussian mixtures for upsampling factors ×2, ×4
and ×8 on noiseless and noisy images.

interpolation results and also does well as compared to other SR methods in both noise-

less and noisy cases. For upsampling factor ×4, SRGMM method performs better than

all other SR methods at 200 Gaussian mixtures for noiseless images, and at 50 Gaus-
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sian mixtures for noisy images. For upsampling factor ×8, for both noiseless and noisy

images, SRGMM method does better than the classical interpolation methods at 50 and

100 Gaussian mixtures, but it does not perform well when compared to other SR meth-

ods like GIF, ATGV and RI methods. The reason could be that, the methods like GIF,

ATGV and RI make use of the guidance image, and the guidance image is a strong prior

to get good results for higher upsampling factor. The quality of the output produced by

the SRGMM method is purely based on the best close match found for test patch from

the trained models. However, during testing for higher upsampling factor, the patches

of test images will have very few information in it to find the proper match from the the

trained HR-LR patch pair. This is the reason why trained SRGMM models works well

till upsampling factor×4 when target resolution is of one-third size (nearly 420×365),

and it gives poor results for higher upsampling factor (×8 or more).

We would like to note here that, the ATGV and RI method are mainly proposed for

noisy cases and uses full resolution images as target image for their SR reconstruction.

To prove a point that the target resolution also plays important role in producing bet-

ter results, we experimented with different target resolution for all the SR factors and

compare the results.

With a limitations on target output dimension to be somewhere close to 420× 365,

the input LR image will be of size somewhere close to 52× 45 for SR factor ×8. Such

a small icon size image will not have much information (in terms of edges or corners)

to retrieve a proper match from the HR-LR patch pair learnt during training. Thus, to

see the effect of target spatial resolution on the output performance produced by the

training models, we have experimented with the full size image set for testing (nearly

1260× 1100), for which the LR image for upsampling factor ×8 would be of size close

to 160 × 140. We have noticed that, in case of full size images, the LR image for

upsampling factor ×8 will have sufficient resolution of 160 × 140, so that the patches

generated from it does have some meaningful information, and thus, on matching with

the learnt HR-LR patches pairs it finds a suitable match for SR reconstruction.

We have tabulated the results only for ×8 upsampling factor with one-third and full
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size images considering both noiseless and noisy scenarios. These results are shown

in Table 6.6, and we have observed that, relatively, the SRGMM method gives better

results when full size images are considered as the target resolution for upsampling.

The plots of which is shown in Figure 6.7, where we again compare SRGMM method

(red curve) with other SR methods over different number of Gaussian mixtures. In

Figure 6.7, the top row shows graphical results of SR by factor 8 on one-third size

images, and the bottom row shows the plot of SR results for factor 8 but on full size

images. For noiseless scenario with one-third size images, the SRGMM method pro-

duces good results compared to ATGV and GIF methods, but could not perform better

than RI method. The reason could be that, the RI method is a guidance image based

techniques, and this prior is a stronger prior for SR problem to address for higher up-

sampling factors. However, we notice that, on its counterpart for noisy scenario the

SRGMM method with 50 and 100 Gaussian mixtures performs marginally better than

GIF method. However, if we choose to have the target resolution as full size images,

then in noiseless case the SRGMM method performs better (> 1dB on average) with

50, 100 and 150 Gaussian mixtures, and performs marginally better with 200, 250 and

300 Gaussian mixtures, but could not perform better than RI method. On counterpart,

in noisy case, we could perform better than RI method over 50, 100 and 150 Gaussian

mixtures. In all the cases, the SRGMM method perform way better than the classical

bilinear and bicubic interpolation method.

Table 6.6: Comparison of average PSNRs of SRGMM method with different Gaussian
mixtures with other various depth image SR methods on one-third resolution
and full resolution noiseless and noisy images (Bold represents the best result
among comparative methods)

Upsampling Bil Bic GIF ATGV RI
SRGMM
50 Mix

SRGMM
100 Mix

SRGMM
150 Mix

SRGMM
200 Mix

SRGMM
250 Mix

SRGMM
300 Mix

x8 Sig0 Third 30.37 30.21 30.46 31.61 34.58 31.61 30.99 29.63 30.10 30.26 29.94
x8 Sig0 Full 34.57 34.41 34.56 34.56 40.63 37.22 36.96 36.82 36.53 36.52 36.81

x8 Sig5 Third 29.53 29.06 29.43 31.57 31.81 30.22 29.92 29.09 28.88 29.05 28.63
x8 Sig5 Full 32.64 31.87 32.23 32.23 34.53 35.20 35.20 34.60 34.16 34.32 34.28

We have even demonstrated the effect of HR-LR patch sizes on the quality of the

SR results. We have performed this experiment only for ×2 upsampling factor. The

first set of experiments are performed by training the GMM model with HR-LR patch

sizes of 8× 8 and 4× 4 respectively, and the second experiment is with 6× 6 and 3× 3,
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Figure 6.7: Plot of average PSNRs of SRGMM method with different Gaussian mix-
tures with other various depth image SR methods on one-third resolution
and full resolution noiseless and noisy images.

and third experiment is with 4 × 4 and 2 × 2. The average PSNR results are tabulated

and shown in Table 6.7, and their graphical plot is shown in Figure 6.8. Same as earlier,

we have computed the average PSNR values over the test set and plot them against the

different number of Gaussian mixtures. The red curves are the plots of average PSNR

values obtained from SRGMM method trained with different patch sizes on noiseless

and noisy test images.

In Figure 6.8 we see that, the GMM training with smaller patch sizes reduces the

overall results as compared to its training with bigger patch sizes. For both noiseless

and noisy cases, the GMM trained with HR-LR patch sizes as 8 × 8 and 4 × 4 (rep-

resented as 8-4) gives better results when compared to GMM trained with 6-3 or 4-2
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case. For noiseless case, the SRGMM method performs better with HR-LR patch sizes

8-4 as compared to 4-2, and we perform much better than other comparative methods

with high margin. For 6-3 patch sizes also, SRGMM method method performs well

as compared to all other methods, but as we reduce the patch sizes further to 4-2 the

performance degrades heavily as shown in Figure 6.8, but still beat the bilinear and

bucibic interpolation results. The reason for performance degradation is because, find-

ing the HR patch for the corresponding input test LR patch from a selected Gaussian

component is difficult as many LR patches from the Gaussian component will find a

close match to the test LR patch, and hence a selected LR patch, with a small difference

in its pixel values as compared to the actual value will leads to a large variation in its

corresponding HR patch. The same trend is observed for noisy images also. With 8-4

and 6-3 patch sizes, SRGMM results are better than all other SR methods, but for 4-2

patch size we are not able to perform better than all the comparative methods, but still

we better than ATGV and RI methods.

Table 6.7: Average PSNRs of SRGMM method for upsampling factor ×2, with differ-
ent Gaussian Mixtures, for single depth image SR problem (Bold represents
the best result among comparative methods)

Upsampling
factor ×2 Bil Bic GIF ATGV RI

SRGMM
50 Mix

SRGMM
100 Mix

SRGMM
150 Mix

SRGMM
200 Mix

SRGMM
250 Mix

SRGMM
300 Mix

SRGMM
350 Mix

SRGMM
400 Mix

SRGMM
450 Mix

SRGMM
500 Mix

Noiseless case
HR 8x8

& LR 4x4 37.23 37.56 37.91 38.50 39.22 41.44 41.93 41.69 42.04 42.08 42.12 42.10 42.07 41.86 42.10
HR 6x6

& LR 3x3 37.23 37.56 37.91 38.50 39.22 40.70 41.32 41.18 41.74 41.81 41.72 41.74 41.69 41.61 41.60
HR 4x4

& LR 2x2 37.23 37.56 37.91 38.50 39.22 37.62 37.69 37.81 37.72 37.66 37.66 37.73 37.75 37.61 37.79
Noisy case

HR 8x8
& LR 4x4 34.43 33.44 36.17 34.93 33.89 37.98 37.83 37.93 37.72 38.05 37.89 37.87 37.84 37.71 37.78
HR 6x6

& LR 3x3 34.43 33.44 36.17 34.93 33.89 37.48 37.66 37.56 37.73 37.69 37.43 37.64 37.45 37.65 37.42
HR 4x4

& LR 2x2 34.43 33.44 36.17 34.93 33.89 35.74 35.62 35.74 35.62 35.65 35.61 35.82 35.62 35.68 35.68

As depth image SR methods primary affair is to preserve the edges, we could see

that most of the region is planar and have smooth or linearly smooth variations, hence

we have experimented with lower number of patches also. Other than 10 lakh (10L),

we also choose 5L, 2.5L (or 2p5L) and 1L number of HR-LR patches, by keeping the

fixed HR-LR patch size to 8-4. We have seen nearly similar results over different ex-

periments with different number of training patches, because depth images have mostly

smooth regions with edge discontinuities, and we do not need many example patches

for learning HR-LR mapping of smoother regions. For this scenario also, we have com-

puted average PSNR values for different number of patches, whose plot is shown in
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Figure 6.8: Comparison of average PSNR values of depth super-resolution by factor×2
with different HR-LR patch sizes.

Figure 6.9. Hence, we can say that less number of training patches are sufficient for

training for depth image SR problems.
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Figure 6.9: SRGMM performance analysis with different number of training patches
for upsampling factor ×2, with fixed HR-LR patch size (i.e. 8-4). (a) on
noiseless images, (b) on noisy images.

6.4.4 SR Results From Direct and Hierarchical Approach

In this section we present the depth image SR results of the proposed SRGMM method

and its comparison with other SR methods. Although we have trained GMM model with

various Gaussian mixtures, but here we present the results only for 50 and 100 Gaussian

mixtures, which were the best. Increasing the number of Gaussians further do not
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improve the results. We have chosen 8 test images from Middlebury dataset (Scharstein

and Szeliski, 2002) and we compare the direct and hierarchical SRGMM results with

bilinear and bicubic interpolation results and few other state-of-the-art depth image SR

methods like ATGV (Ferstl et al., 2013), GIF (He et al., 2010) and RI (Konno et al.,

2015) both qualitative and quantitative.

To simulate the LR data, we use the LR model shown in Eq. 1.3 earlier. For noiseless

LR image creation the HR image X is only downsampled and blurred without having

noise term (σ = 0). However, for noisy LR image creation the equation remains the

same, but now with noise term in it with standard deviation σ = 5. We do not use this

model anywhere in the proposed SRGMM method.

Noiseless scenario:

Figure 6.10 and Figure 6.11 shows the comparative results for SR by factor ×4 and

×8 of depth image Art and Baby respectively. As we can see that the SRGMM method

(either direct or hierarchical) does better job in retaining the edge discontinuities, and

the overall shape of the image is retained without any artifacts. On contrary, we observe

that ATGV method is not been able to preserve edges to larger extent and exhibit some

jagged artifacts around edges, and similar is the case with GIF method. As shown

in the inline zoomed region of the portion of the image in Figure 6.10 (bottom row),

the sticks in Art image produced by SRGMM method has clear distinction from the

background and has sharp edge discontinuities. Similarly, the arms in Baby images

in Figure 6.11 (bottom row) is sharper in SRGMM method with hierarchical approach

than the interpolation methods and other state-of-the-art methods.

Table 6.8 shows the PSNR and SSIM (Wang et al., 2004) results on more images

for noiseless scenario. We highlight the best score in red and second highest score in

blue colour. We observe that the SRGMM method performs better than the classical

interpolation methods for almost all the upsampling factors, and we also perform better

than the state-of-the-art methods like ATGV, GIF and RI methods for most images.

For upsampling factor ×2, the SRGMM direct approach with 100 Gaussian mixtures

performs better then all the other contemporary methods. For upsampling factor ×4,
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the average results of the SRGMM direct approach with 50 Gaussian mixture is best.

Among the direct and hierarchical versions of the proposed SRGMM method, we

note that at upsampling factor 4 the direct approach seems sufficient to learn the HR-

LR mapping and yields better results than the hierarchical approach. However, for

upsampling factor 8, clearly the hierarchical structure of learning GMM seems to help

in producing better results, as the loss of information may be too high for a direct

learning method.

(a) GT (b) Bic (c) ATGV (Ferstl et al., 2013)

(d) GIF (He et al., 2010) (e) SRGMM-Dir 100Mix (f) SRGMM-Iter 100Mix

Figure 6.10: Qualitative results comparison for SR by factor ×4 n0 (Image: Art)

Noisy scenario: The GMM training for noisy scenario is similar to the the training

procedure followed for noiseless scenario, but with the included noise term for LR

image set generation. The HR image set is as usual the high-resolution images, but the

LR image set is generated using Eq. 1.4 with noise term of standard deviation σ = 5.

Figure 6.12 and Figure 6.13 shows the testing results and the comparisons of both

direct and hierarchical approach of SRGMM method with other SR method for upsam-

pling factor ×4 and ×8 on noisy depth image Art and Baby respectively. Bottom row

of Figure 6.12 show results obtained from SRGMM method using direct and hierarchi-

cal approaches for 100 Gaussian mixture. The zoomed portion of the image is shown
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(a) GT (b) Bic (c) ATGV (Ferstl et al., 2013)

(d) GIF (He et al., 2010) (e) SRGMM-Dir 100Mix (f) SRGMM-Iter 100Mix

Figure 6.11: Qualitative results comparison for SR by factor ×8 n0 (Image: Baby)

Table 6.8: PSNR/SSIM result comparison of SR for factor×2, ×4 and×8 on noiseless
images (Red text indicate highest value and blue text indicate second highest
value)

Images Bil Bic ATGV GIF RI
SRGMM-Dir

50Mix
SRGMM-Hier

50Mix
SRGMM-Dir

100Mix
SRGMM-Hier

100Mix
Aloe 33.36/0.95 33.67/0.95 34.41/0.96 33.83/0.96 35.42/0.97 37.58/0.98 - 37.96/0.98 -
Art 31.02/0.92 31.42/0.93 32.01/0.94 31.70/0.93 32.76/0.95 35.25/0.97 - 35.52/0.97 -
Baby 37.95/0.98 38.27/0.98 39.16/0.98 38.44/0.98 40.15/0.99 43.54/0.99 - 43.70/0.99 -
Cones 36.25/0.97 36.58/0.97 37.50/0.97 36.75/0.97 38.09/0.98 39.53/0.98 - 40.00/0.98 -
Plastic 39.28/0.99 39.57/0.99 41.64/0.99 40.14/0.99 41.72/0.99 44.92/0.99 - 45.76/0.99 -
Reindeer 34.17/0.96 34.51/0.97 35.10/0.97 34.87/0.97 35.99/0.98 38.40/0.98 - 38.64/0.98 -
Sawtooth 37.50/0.98 37.86/0.98 38.76/0.98 38.71/0.98 39.51/0.99 43.93/0.99 - 44.13/1.00 -
Venus 42.35/0.99 42.69/0.99 43.87/0.99 43.25/0.99 44.48/0.99 48.05/1.00 - 48.90/1.00 -
Avg. x2 n0 36.48/0.96 36.82/0.97 37.80/0.97 37.21/0.97 38.51/0.98 41.40/0.98 - 41.82/0.98 -
Aloe 30.10/0.92 30.11/0.92 31.90/0.94 30.47/0.93 34.82/0.97 34.82/0.96 33.42/0.96 34.72/0.96 35.66/0.97
Art 28.26/0.88 28.44/0.88 29.80/0.91 28.87/0.89 31.61/0.94 32.19/0.93 27.53/0.94 31.83/0.93 31.97/0.94
Baby 34.78/0.97 34.87/0.97 36.89/0.98 35.19/0.97 39.25/0.99 39.41/0.98 37.67/0.98 39.36/0.98 39.71/0.99
Cones 33.08/0.95 33.12/0.95 35.31/0.96 33.56/0.95 36.83/0.97 36.60/0.97 36.51/0.97 36.69/0.97 35.88/0.97
Plastic 36.27/0.98 36.33/0.98 41.55/0.99 36.76/0.98 38.47/0.99 41.45/0.99 37.32/0.98 38.65/0.98 41.87/0.99
Reindeer 31.16/0.94 31.25/0.94 34.01/0.97 31.73/0.95 35.12/0.97 35.04/0.96 34.12/0.97 35.09/0.96 34.65/0.97
Sawtooth 34.84/0.97 35.04/0.97 37.61/0.98 35.80/0.97 38.76/0.99 39.66/0.99 36.76/0.99 40.24/0.99 37.19/0.99
Venus 39.63/0.98 39.81/0.98 42.62/0.99 40.43/0.99 44.54/0.99 44.39/0.99 43.13/0.99 44.23/0.99 39.27/0.99
Avg. x4 n0 33.51/0.94 33.62/0.94 36.21/0.96 34.10/0.95 37.42/0.97 37.94/0.97 35.80/0.97 37.60/0.97 37.02/0.97
Aloe 26.46/0.88 26.17/0.87 26.12/0.90 26.36/0.88 30.27/0.92 29.32/0.89 30.11/0.92 29.54/0.90 30.45/0.93
Art 24.84/0.81 24.69/0.81 25.95/0.86 24.91/0.82 28.05/0.88 26.26/0.83 26.48/0.87 26.05/0.83 26.02/0.87
Baby 30.64/0.94 30.45/0.94 32.52/0.96 30.67/0.94 36.35/0.97 34.34/0.96 33.43/0.97 33.14/0.95 34.99/0.96
Cones 29.79/0.92 29.59/0.92 30.72/0.93 29.79/0.93 32.63/0.95 30.49/0.92 32.11/0.95 30.45/0.92 31.02/0.94
Plastic 31.11/0.96 30.93/0.96 33.46/0.97 31.08/0.96 36.39/0.98 34.23/0.97 29.35/0.97 33.31/0.97 36.36/0.97
Reindeer 27.91/0.92 27.73/0.91 29.64/0.94 28.02/0.92 31.39/0.95 28.60/0.92 29.94/0.93 28.94/0.92 29.43/0.94
Sawtooth 31.25/0.95 31.20/0.95 32.21/0.96 31.58/0.95 34.23/0.97 33.11/0.96 33.45/0.97 32.85/0.96 34.49/0.97
Venus 36.06/0.97 35.98/0.97 38.61/0.97 36.36/0.97 41.11/0.99 36.89/0.98 39.83/0.98 36.96/0.98 35.54/0.98
Avg. x8 n0 29.75/0.91 29.59/0.91 31.15/0.93 29.84/0.92 33.80/0.95 31.65/0.92 31.83/0.94 31.40/0.92 32.28/0.94
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inset to the image, and we can see that the sticks in Art image produced by SRGMM

method (both direct and hierarchical approach) has better depth discontinuities and the

smoother regions are much smoother with lesser noise. Figure 6.13 show results of SR

by factor ×8, where hierarchical approach performs better than the direct approach in

terms of edge preservation and noise smoothing.

Table 6.9 shows the PSNR and SSIM values obtained from the SR methods on noisy

depth images. Although the ATGV method performs well for the noisy images, but

SRGMM method, on an average, with 50 Gaussian mixture performs marginally better

than ATGV method. In particular, on an average, we preform 2.80 dB and 3.25 dB bet-

ter than bilinear and bicubic interpolation methods respectively, and perform about 0.64

dB, 2.90 dB and 0.53 dB better than ATGV, GIF and RI methods respectively in ×8 n5

case. Overall, the hierarchical approach performs better then the contemporary methods

for higher upsampling factors like ×4 and ×8 (best average value in red colour). Al-

though direct approach does better, the hierarchical approach does superior as it learns

more finer mapping between the HR-LR patches in the iterative process of upsampling

by factor 2 to reach the higher upsampling factors like 4 and 8.

(a) GT (b) Bic (c) ATGV (Ferstl et al., 2013)

(d) GIF (He et al., 2010) (e) SRGMM-Dir 100Mix (f) SRGMM-Iter 100Mix

Figure 6.12: Qualitative results comparison for SR by factor ×4 n5 (Image: Art)
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(a) GT (b) Bic (c) ATGV (Ferstl et al., 2013)

(d) GIF (He et al., 2010) (e) SRGMM-Dir 100Mix (f) SRGMM-Iter 100Mix

Figure 6.13: Qualitative results comparison for SR by factor ×8 n5 (Image: Baby)

Table 6.9: PSNR/SSIM result comparison of SR for factor ×2, ×4 and ×8 on noisy
images (Red text indicate highest value and blue text indicate second highest
value)

Images Bil Bic ATGV GIF RI
SRGMM-Dir

50Mix
SRGMM-Hier

50Mix
SRGMM-Dir

100Mix
SRGMM-Hier

100Mix
Aloe 32.15/0.87 31.70/0.81 32.56/0.85 33.12/0.92 32.51/0.82 35.48/0.96 - 35.60/0.96 -
Art 30.27/0.84 30.12/0.79 30.96/0.85 31.24/0.90 30.86/0.80 33.66/0.95 - 33.70/0.95 -
Baby 35.05/0.88 33.94/0.82 35.54/0.88 36.68/0.94 34.38/0.82 37.09/0.94 - 36.69/0.93 -
Cones 34.16/0.88 33.33/0.82 34.56/0.87 35.54/0.94 33.83/0.83 37.73/0.97 - 37.94/0.97 -
Plastic 35.75/0.89 34.44/0.82 37.01/0.89 38.00/0.95 34.85/0.82 41.61/0.98 - 41.77/0.98 -
Reindeer 32.76/0.87 32.21/0.81 33.77/0.88 34.10/0.94 32.86/0.82 36.56/0.97 - 36.59/0.97 -
Sawtooth 34.81/0.88 33.78/0.81 35.15/0.87 36.96/0.94 34.17/0.81 37.80/0.95 - 37.35/0.94 -
Venus 36.77/0.88 35.11/0.82 36.83/0.87 39.48/0.95 35.27/0.82 39.91/0.96 - 39.22/0.95 -
Avg. x2 n5 33.96/0.87 33.07/0.81 34.54/0.87 35.64/0.93 33.59/0.81 37.48/0.96 - 37.35/0.95 -
Aloe 29.39/0.87 29.08/0.84 31.24/0.91 29.76/0.88 32.25/0.88 33.27/0.93 33.12/0.94 33.06/0.93 33.45/0.94
Art 27.79/0.83 27.72/0.80 29.41/0.89 28.36/0.85 30.19/0.85 31.27/0.91 30.60/0.91 30.99/0.91 30.67/0.91
Baby 33.08/0.90 32.41/0.87 35.77/0.95 33.54/0.92 34.36/0.89 34.88/0.91 35.95/0.95 34.55/0.91 35.67/0.95
Cones 31.90/0.89 31.39/0.86 34.31/0.93 32.44/0.91 33.39/0.88 35.07/0.95 34.91/0.95 35.26/0.95 34.88/0.95
Plastic 34.01/0.91 33.18/0.87 39.20/0.97 34.63/0.93 34.55/0.89 39.10/0.98 38.17/0.97 37.95/0.97 37.85/0.97
Reindeer 30.31/0.88 30.00/0.85 33.22/0.94 30.91/0.91 32.44/0.88 33.81/0.95 33.39/0.95 33.83/0.95 33.67/0.95
Sawtooth 33.03/0.90 32.43/0.86 35.98/0.95 33.92/0.92 33.99/0.88 35.59/0.93 36.00/0.96 35.50/0.93 36.01/0.96
Venus 35.57/0.91 34.43/0.87 39.14/0.95 36.42/0.94 35.39/0.89 37.59/0.94 38.50/0.96 37.14/0.94 38.00/0.96
Avg. x4 n5 31.88/0.88 31.33/0.85 34.78/0.93 32.49/0.90 33.32/0.88 35.07/0.93 35.08/0.94 34.78/0.93 35.02/0.94
Aloe 26.16/0.86 25.75/0.84 25.87/0.89 25.98/0.85 29.40/0.89 29.12/0.88 29.61/0.90 28.98/0.88 29.83/0.90
Art 24.62/0.79 24.38/0.78 25.87/0.86 24.62/0.79 27.25/0.84 25.86/0.81 26.85/0.84 25.69/0.82 26.75/0.84
Baby 29.85/0.92 29.37/0.90 32.31/0.96 29.69/0.91 32.62/0.93 32.06/0.92 33.02/0.94 31.43/0.92 32.92/0.94
Cones 29.24/0.90 28.82/0.89 30.45/0.93 29.12/0.90 31.12/0.91 30.15/0.91 31.42/0.93 30.16/0.91 31.44/0.93
Plastic 30.28/0.94 29.77/0.92 33.81/0.97 30.07/0.93 32.97/0.94 33.10/0.95 34.89/0.96 32.27/0.95 31.43/0.95
Reindeer 27.51/0.89 27.17/0.88 29.56/0.94 27.52/0.89 30.00/0.91 28.31/0.90 30.10/0.92 28.43/0.90 30.01/0.92
Sawtooth 30.38/0.92 29.97/0.91 32.56/0.96 30.46/0.92 31.87/0.93 30.81/0.92 32.51/0.94 31.37/0.93 31.38/0.94
Venus 33.74/0.94 32.95/0.93 38.67/0.98 33.54/0.94 34.71/0.94 33.97/0.94 35.78/0.96 33.76/0.94 34.19/0.96
Avg. x8 n5 28.97/0.89 28.52/0.88 31.13/0.93 28.87/0.89 31.24/0.91 30.42/0.90 31.77/0.92 30.26/0.90 30.99/0.92
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6.4.5 SR Results on Real Depth Images

We now demonstrate the SRGMM method on real-time depth images taken from mod-

ern ToF depth cameras. The source of these real-time depth images is from Ferstl et al.

(2013). These images are books, shark and devil, each of size 120× 160. These images

are challenging as they represent the real depth images taken from the modern depth

cameras in a real situation which has obvious problems like low spatial resolution and

noise corrupted. Using the learned models, we upsample these ToF depth images by a

factor of ×2, ×4 and ×8, and we show the SR results of SRGMM method in compari-

son with bicubic interpolation results.

Figure 6.14 shows the SR results produced by SRGMM method for SR factor 2,

4 and 8 on books, shark and devil ToF depth images. The first row shows the ToF LR

depth images, and the second, third, and fourth row shows the SR results from SRGMM

method for upsampling factor ×2, ×4 and ×8 respectively. The results shown here are

produced from a GMM model trained over 300 Gaussian mixtures. We can observe

in second row (for SR by factor 2) that the outputs produced are much smoother and

have preserved edges to a larger extent. The level of noise has definitely reduced by

a large margin as one can see in the cropped and zoomed portion of these images in

Figure 6.15. The third and the fourth row (for SR factor 4 and 8 respectively) is special,

as it demonstrate the SR results for higher upsampling factor. Inspite of having higher

target resolution for SR factors 4 and 8, the output images are smoother with well

preserved edges and the overall image structure. As compared to bicubic interpolation

results, which blurs the edges details and heavily degraded with noise, SRGMM method

reduce noise to a larger extent and the edges discontinuities are also maintained in all

the upsampling factor of ×2, ×4 and ×8. This is because, SRGMM method works

on patch-based methods to learn the HR-LR relationship, whereas the interpolation

methods have implicit smoothing constraint which blurs the prominent edges without

giving it much importance.
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Figure 6.14: SR results of SRGMM on real tof depth images.

6.4.6 Time Complexity

From the standard GMM training point of view, the training procedure consume max-

imum time of the total SRGMM time. The important part of any method is its test

time, which tells us how effective a method is in producing the desired output. We have

tested SRGMM and all other comparative methods on 64-bit windows OS desktop with

CPU configuration Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz with 8GB RAM using

64-bit Matlab software R2015a (8.5.0.197613).

Table 6.10 shows the average time complexity (in sec.) of various SR methods

computer on the chosen test set. We show the timing analysis only for SR factor 2

on one-third size target resolution images. We present the timings of SRGMM model

trained over 100 and 500 Gaussian mixtures only. The representation 10L [8,4] means
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Figure 6.15: Cropped region of SR results of SRGMM on real tof depth images.

that the proposed SRGMM model trained with 10 Lakhs of vectors with HR-LR patch

sizes as 8× 8 and 4× 4 respectively.

Bicubic interpolation method takes the least time to compute the SR output as it

has no learning involved in its procedure. From 10L [8,4] to 10L [6,3] to 10L [4,2]

the execution time is gradually reducing because of the reduced HR-LR patch sizes,
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and from 5L [8,4] to 2.5L [8,4] to 1L [8,4] the execution time is almost same as the

HR-LR patch sizes is kept same. Even though the total number of training vectors are

reduced from 10L to 1L, the execution time is almost similar with HR-LR patch sizes

of [8,4]. However, the performance with 1L [8,4] is nealy equal to 10L [8,4] as we do

not require many training vectors for depth images as depth images do not have much

variations and are smoother in most of the regions.

Table 6.10: Time complexity for SR Factor ×2 (in sec.)
SR by factor x2

Bic GIF ATGV RI Proposed SRGMM (100GMM / 500GMM)
10L [8,4] 10L [6,3] 10L [4,2] 5L [8,4] 2.5L [8,4] 1L [8,4]

Avg.
time 0.0015 2.60 59.81 0.075 1.15 / 4.15 0.89 / 2.65 0.75 / 1.55 1.25 / 4.22 1.24 / 4.30 1.27 / 4.35

6.5 SUMMARY

We have used a popular method of parametric probability density function estimation

called Gaussiam mixture model (GMM) for the purpose of single depth image super-

resolution. The use of GMM is already popular in the areas of speech recognition and

many image processing tasks like image segmentation, image denoising, image super-

resolution, and more. The GMM model is trained from synthetic images having sharp

edges and varying depth values. For most of the test images, Gaussian mixtures between

200-250 gave good results, because it is enough to separate the similar looking vectors

in the vector space, and it can capture the HR-LR relationship quite well.

To show the effectiveness of the target resolution, we have have performed the ex-

periments with one-third and full size images, and found improvements in the SRGMM

results for full size image. We have also demonstrated SRGMM method trained with

different HR-LR patches sizes and seen that [8,4] patch combination does better job of

preserving the edge discontinuities and also reduces noise to a much lower level. How-

ever, [4,2] patch combination does poor than other combination because there will be

many similar LR patches in a selected Gaussian component for an input LR patch, and

the one with lowest MMSE is selected to retrieve the corresponding HR patch, and a
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small pixel different in the selected LR patch might reflect major differences in the HR

patch.

The training image based SR methods will give better results. However the guidance

based method can also improve upon the results if there is better initial estimate for the

SR output. For iterative SR method, the SR initial estimate is very critical in deciding

the convergence of the solution. Hence, the next chapter is motivated by the concept of

having a better initial estimate which is as computationally low as bicubic interpolation

for faster convergence.
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CHAPTER 7

BETTER INITIAL ESTIMATE FOR ITERATIVE

SUPER-RESOLUTION METHODS

1 As discussed earlier, SR is an ill-posed inverse problem. From an input LR image with

few known pixel values, the SR method super-resolves it to a higher spatial resolution

image, which makes the system under-determined which will have either no solution

or have infinite solutions. A better initial HR estimate of the output is kind of good

regularizer to find the optimal solution in an infinite solution space. A SR pipeline for

a better initial estimate is proposed, especially for higher upsampling factor, which will

help in quick convergence and lead to an accurate output. The proposed SR pipeline is

a cascade approach of two methods, where the first method in the SR pipeline produces

a better initial estimate for the cascaded method following it in a pipeline to improve

upon. The Residual Interpolation (RI) method which is as fast as standard bicubic

interpolation method, and produces better output image with sharp boundaries, can be

better suited for producing an initial HR estimate for a given LR input image. The RI

output is then fed to an iterative method to improve the image details. The Anisotropic

Total Generalized Variation (ATGV) method has been used as a second module in the

cascaded SR pipeline. Both RI and ATGV method require corresponding registered

HR guidance image for its operation. The improvements are shown qualitative and

quantitative on depth images from Middlebury dataset for different upsampling factors

(i.e. ×2, ×4 and ×8), and with different levels of noise.

1Chandra Shaker Balure, M. Ramesh Kini . ”Guidance Based Improved Depth Upsampling With Bet-
ter Initial Estimate.” Inderscience, International Journal of Computational Vision and Robotics. [Under
Review]



7.1 INTRODUCTION

SR problem is an ill-posed inverse problem, hence they are regularized to obtain an op-

timal solution from the infinite solution space. Since depth images are mostly smooth or

linearly smooth at object surfaces and the sharp discontinuity at object boundaries, the

SR methods can target for larger upsampling factor, thereby retaining the edge discon-

tinuities and depth precision to a large extent. In literature, there are variety of methods

which have tried to address single depth image super-resolution problem. Most of the

SR methods try to first estimate an initial HR output, where it is treated as an initial

estimated solution. The initial estimation process varies across different SR methods,

where some methods start with a sparse LR input mapped on a HR grid of the desired

resolution (Ferstl et al., 2013) as an initial estimate of the solution, or some methods

start with bicubic interpolation of the LR input (Yang et al., 2013) as an initial solution.

For higher upsampling factors, the initial estimate from LR image to HR grid mapping

will lead to numerous unknown pixels which needs to be determined. As the ratio of

known to unknown pixels is very high, the SR method suffer from over-smoothing ar-

tifacts in the output image. Similarly, the initial estimate computed using bicubically

interpolation method also suffer from over-smoothing artifacts because the interpola-

tion method will have to estimate multiple unknown (depends on upsampling factor)

between the known points, and the bilinear or bicubic approach produces smoothened

image.

In this chapter, a suitable approach for better initial estimate is presented which

is as fast as classical interpolation, and as good as other SR methods. The task be-

comes more challenging with added noise, which is what has been considered in this

work. The proposed method combines two distinct methods, i.e. residual interpolation

(RI) method (Konno et al., 2015) and anisotropic total generalized variation (ATGV)

method (Ferstl et al., 2013). The proposed method falls under the category of guidance

based depth super-resolution method where the proposed method combines RI method

(Konno et al., 2015) and ATGV method (Ferstl et al., 2013), and both these methods

require HR intensity image as guidance image for their functioning. The RI method is
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utilized to generate an initial estimate (which is fast and easy), and then employed the

ATGV method for final depth restoration (which is efficient). As the upsampling factor

goes higher from 2 to 4 to 8 and more, the proposed combination of RI and ATGV does

a good job of producing a satisfying upsampled depth image.

The proposed method has been tested on standard dataset from Middlebury (Scharstein

and Szeliski, 2003) for different upsampling factors (i.e. ×2, ×4 and ×8). The exper-

imental results for noisy images are shown qualitatively and quantitatively, and these

results are compared against classical interpolation methods (bilinear and bicubic), and

also against RI method (Konno et al., 2015) and ATGV method (Ferstl et al., 2013)

when treated individually.

7.2 BACKGROUND DETAILS

In the following sections, two modules which are integral part of the SR pipeline in

the proposed work are discussed, i.e. the RI module (Konno et al., 2015) and ATGV

module (Ferstl et al., 2013).

7.2.1 Brief Description of Residual Interpolation Method

RI method (Konno et al., 2015) is the initial module in the SR pipeline. It takes the

LR depth input d and the HR guidance image I . The complete flow of RI method is

shown in the block diagram in Figure 7.1, where the LR depth image is represented by

d and the HR colour guidance image represented by I . The complete process of RI is

mainly processed in residual domain, where residual means the difference between the

tentative depth output and the LR input. The tentative depth output is generated using

the popularly known guided image filtering (GIF) (He et al., 2010) approach, which

considers that the dominant edges in the input depth image coincides with the edges in

the colour guidance image by considering the local linear relationship between d and I .

The local linear combination between the input guidance image and the tentative output
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Figure 7.1: Block diagram of residual interpolation method Konno et al. (2015)

is given in Eq. 7.1,

ti = akIi + bk, ∀i ∈ wk, (7.1)

where, I and t represent the HR colour guidance image and the HR tentative depth out-

put, and i represent all the pixel location in those images, and wk denotes local window

centered at pixel location k, and ak and bk are the local linear coefficients. These linear

coefficients for each pixel location at calculation is calculated by minimizing the cost

function E(·) which is given in Eq. 7.2,

E(ak, bk) =
∑

(akI
M
i + bk − d2

i ) + ηa2
k (7.2)

where, IMi is the pixel value of the masked HR intensity image, and di is the corre-

sponding LR depth value, and η is the regularization parameter. The linear coefficients

for a pixel location are obtained by weighted averaging given in Eq. 7.3, instead of just

averaging,

âk =

∑
i∈wk

Wiai∑
i∈wk

Wi

, b̂k =

∑
i∈wk

Wibi∑
i∈wk

Wi

(7.3)

where, the weight W is determined by the cost of GIF as in Eq. 7.4,

Wi =
1

max
(

1
|ωi|
∑

(aiIMi + bi − dj)2, δ
) (7.4)
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where, δ is the threshold parameter to avoid the divide-by-zero situation. The tentative

estimate is finally calculated as given in Eq. 7.5,

ti = âkIi + b̂k, ∀i ∈ wk, (7.5)

The tentative output is then masked in accordance to the sparse LR depth input to

obtain the residuals. The residual is the result of the image difference between the the

masked tentative output and the sparse LR input. The tentative output will be sharper

than the LR input, and hence their difference will give us the high-frequency infor-

mation. The residual image is then bicubic interpolated to estimate the missing pixels

from the residual image grid. The interpolated image is then added back to the tentative

estimated depth image of earlier step to get the final output image which is clear and

plausible with sharp edge discontinuities.

The RI output is more accurate in terms of the edge sharpness and depth precision,

and hence it is used on the proposed SR pipeline as a better initial estimate. There are

few benefits of considering RI output as an input to the next cascaded ATGV module.

Firstly, with good initial solution, the convergence will be faster. Secondly, the output

will be more accurate as opposed to the approaches which used no such initial estimate,

instead they start from the sparse LR depth input itself as in the case of ATGV Ferstl

et al. (2013) method.

The RI depth output along with the same HR colour guidance image is passed as

input to ATGV module to obtain the super-resolved output depth image. Even for higher

magnification factor, the initial solution from RI method does a better job of preserving

the edge information and converge to the solution much faster.
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7.2.2 Brief Description of Anisotropic Total Generalized Variation

Method

ATGV method (Ferstl et al., 2013) was initially proposed for depth image super-resolution

problem by keeping in mind the shortcoming of modern depth cameras. As discussed

earlier, there are variety of modern depth cameras which can capture depth images

based on the principle of time-of-flight (ToF). The ATGV method tries to solve one

of the problems of such modern depth cameras, i.e. low spatial resolution problem.

ATGV method uses variational optimization framework to super-resolve the LR image

by adding information from the HR guidance image. The complete work flow is shown

in the block diagram in Figure 7.2. Ferstl et al. (2013) proposed a convex optimization

Figure 7.2: Block diagram of anisotropic total generalized variation method Ferstl et al.
(2013)

problem which has two terms involved in it, one is the data term and second one is

the regularization term. The data term enforces the output to look similar to the input

measurements, and the regularization term enforces piecewise solution by preserving

the edges and reducing the noise. The regularization term, they use higher order total

generalized variation (TGV) regularization which is weighted according to the texture

in the intensity image by an anisotropic diffusion tensor.

154



With the formation of core convex energy functional, the whole upsampling process

is divided into three steps, which are:

1. First task is to register the LR depth image and HR guidance image into one
common coordinate system.

2. Then formulating the convex energy function with higher order regularization
function.

3. Then solving the optimization function with first-order primal-dual optimization
scheme.

For coordinate mapping, one image plane has to be considered as a reference plane

on which the other image is projected back. Here, the HR guidance image plane is

considered as a reference plane with known intrinsic and extrinsic camera parameters.

The LR depth image d at each pixel location xi,j = [i, j, 1]T is projected onto the HR

image plane to a new 3D pixel location x̂i,j , which is represented as in Eq. 7.6,

d̂i,j = CL + di,j
P †Lxi,j

‖ P †Lxi,j ‖
(7.6)

where CL is the depth camera center and P †L is the pseudoinverse of depth camera pro-

jection matrix. This projected image gives the sparse HR depth image as the mapping

from depth image space to guidance image space is on-to-one to avoid the problem of

averaging, whereas the unknown pixels are interpolated.

From the sparse HR depth image and with additional cue from HR guidance image,

the dense HR depth image is give by Eq. 7.7,

D̂ = arg min
u
{G(u, d̂) + αF (u)} (7.7)

where G(u, d̂) is the data term that measures quality of u to the input d̂, and F (u) is

the regularization term with prior knowledge of smoothness of the final solution, and

G and F are the convex lower semi-continuous functions, and α variable is to balance

between the data term and the regularizer. The data term is represented by Eq. 7.8 as,

G(u,DS) =

∫
ΩH

w|u− d̂|2dx (7.8)
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where, w is a weighter operator between [0, 1] ∈ RΩH
which is zero at unmapped image

points.

The whole burden is on the regularization term to produce a sharp depth output.

Earlier, regularization terms were of first-order smoothness, for example total variation

semi norm with L1 norm gives ‖ ∇u ‖1, but this regularizer could not be used for depth

images resulting in piecewise fronto parallel depth reconstruction. Hence, a more gen-

eralized regularization model called Total Generalized Variation (TGV) is used, which

is composed of polynomials of arbitrary order which results in piecewise polynomial

depth reconstruction. An order of k favors solutions composed of polynomials of order

k − 1, so for depth images second-order TGV suffice, which is given by Eq. 7.9,

TGV2
α = min

v
{α1

∫
Ω

|∇u− v|dx+ α0

∫
Ω

|∇v|dx} (7.9)

where α0 and α1 are scalar weights. To produce accurate HR depth output at the edge

discontinuities, an anisotropic diffusion tensor T
1
2 is computed using the HR guidance

image, which is calculated as shown by Eq. 7.10,

T
1
2 = exp(−β|∇IH |γ)nnT + n⊥n⊥T (7.10)

where n is the direction of the gradient, and n⊥ is the normal vector to the gradient, and

β and γ adjust the direction and sharpness of the tensor.

The final energy is defined as a combination of data term (Eq. 7.8) and TGV term

(Eq. 7.9) with anisotropic diffusion (Eq. 7.10) is represented in Eq. 7.11 as,

min
u,v
{α1

∫
ΩH

|T 1
2 (∇u− v)|dx+

α0

∫
ΩH

|∇v|dx+∫
ΩH

w|u− d̂|2dx|} (7.11)

To find the solution to this convex optimization problem, they use primal-dual energy

minimization scheme which runs iteratively for all pixels individually.
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7.3 PROPOSED METHOD

As like any other super-resolution problem, here also the the problem statement is quite

similar, except that an extra input of guidance HR colour image is present. Under

the guidance of this HR colour image I , the SR method is required to take an LR

depth image d to produce an HR depth image D̂ which must be as close to the ground

truth image D as possible. The spatial resolution of the guidance image is equal to the

required output resolution for the input image.

Like any other guidance image based SR methods, here also it is assumed that the

input LR depth image and the HR colour image are co-aligned at each pixel. This

assumption is valid, as it is seen in the literature that capturing the intensity image

is a low-cost operation and easy, and it can be captured along with the depth images

mounted on a same rig.

Figure 7.3: Block diagram of proposed method combining RI and ATGV in cascade
form.

The overall proposed method is shown as block diagram in Figure 7.3. This figure

shows the complete work flow of the proposed method, which is basically a cascade

of two approaches combined in a single framework to get a sharp and accurate HR

depth output. To this whole SR pipeline, two inputs are fed, where one is the LR

depth image and other one is the HR guidance image. The proposed SR pipeline is

composed of two methods cascaded in a single framework to produce an HR output.

The residual interpolation (RI) method (Konno et al., 2015) is inspired by GIF approach,

where it assumes the local linear mapping between the guidance image and the output
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image. RI method operates in the residual domain, where the residual is the different

between the tentative estimated HR depth map and the LR depth map. This residual is

then interpolated using standard interpolation method, and then added it to the tentative

estimated HR depth map to recover the final HR depth map. As this process is easy

and fast, it is considered as a first module in the proposed SR pipeline. The RI output

is considered as a better initial estimate which is better in terms of preserving the edge

discontinuities in the image.

The output image from RI module is then fed as an input to the anisotropic total gen-

eralized variation (ATGV) module (Ferstl et al., 2013) which acts a a cascade module

in the proposed SR pipeline. ATGV module also makes use of the same HR guidance

image as used in the first stage. ATGV use anisotropic diffusion tensor, calculated from

HR guidance image, which is used to guide the upsampling process.

7.4 EXPERIMENTAL RESULTS AND DISCUSSIONS

The proposed HR guidance image based depth image super-resolution method has been

evaluated on depth image from standard dataset of Middlebury (Scharstein and Szeliski,

2003). This dataset is chosen because it has both the depth image and its corresponding

registered colour images. The proposed method is demonstrated on noisy inputs with

different levels of added noise with noise standard deviation ranging from σ = 1, 2, 3, 4

and 5). The results are shown for three different upsampling factor i.e. 2, 4 and 8.

The LR image used for testing purpose were generated using the LR image model,

which was discussed in Chapter 1. The LR image model is used only generating the

observed LR image, and it has not been used in the reconstructing of the output. The SR

results of proposed method (ATGVMod) is compared with the RI method and ATGV

method as state-of-the-art guidance based depth SR methods, and it is also compared

with classical bicubic interpolation method. To show the effectiveness of our proposed

better initial estimate, we show the results of ATGV method being initialized with the

bicubic interpolation method, which is referred to as ATGVBic here. MSE performance
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metric is used to evaluate the performance of the methods.

Figure 7.4 shows the SR results for various upsampling factor 2, 4 and 8 respectively

on noisy depth input Cones with additive Gaussian noise of standard deviation σ = 5

which is the highest noise considered in the experiments. As one can see in Figure 7.4,

the output of the proposed method (last row ATGVMod) are more sharper than all other

comparative methods. First column shows the SR results for upsampling factor 2, and

the subsequent columns (columns-2 and columns-3) shows the SR results for upsam-

pling factor 4 and 8 respectively. The details in ATGV Mod is not much distinguishable

in ×2 upsampling case as compared to other methods, but it can be noticed carefully

that the head and the stick region in the output image produced by ATGV Mod are

sharper and noise free as compared to other methods. As the upsampling factor goes

higher, the distinction between the output produced by the proposed method ATGV

Mod (shown in last row) is more clear with sharper edge discontinuities.

In yet another example image of Art, whose qualitative results are shown in Fig-

ure 7.5, one can see that the output produced by the proposed method ATGV Mod are

more sharper for all the upsampling factors.

For better visual representation, a small region cropped and zoomed from the SR

outputs produced by the proposed method under different noise levels of σ = 1, 2, 3, 4

and 5, and for different upsampling factors of ×2, ×4 and ×8 are shown in Figure 7.6,

Figure 7.7 and Figure 7.8 respectively. It can be noticed from the cropped region (teddy

head) clearly that the proposed method is able to suppress the noise to a larger extent

and is able to maintain the depth precision and edge discontinuities in the generated SR

output.

Table 7.1 and Table 7.2 shows the MSE performance metric of SR methods on

few selected test depth images taken from Middlebury dataset (Scharstein and Szeliski,

2003). The average MSE results are shown for different noise levels (i.e. noise standard

deviation 1, 2, 3, 4 and 5) and for different upsampling factors (i.e. 2, 4, and 8). Over-

all the proposed guidance based depth image SR method performs better than other

competitive methods for various upsampling factor under different levels of noise.
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Factor ×2 ×4 ×8

GT

Bic

RI

ATGV

ATG Bic

ATGV Mod

Figure 7.4: SR results comparison of noisy (σ = 5) depth image Cones. Col1: SR by
factor ×2, Col2: SR by factor ×4, Col3: SR by factor ×8.
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Factor ×2 ×4 ×8

GT

Bic

RI

ATGV

ATG Bic

ATGV Mod

Figure 7.5: SR results comparison of noisy (σ = 5) depth image Art. Col1: SR by
factor ×2, Col2: SR by factor ×4, Col3: SR by factor ×8.

Table 7.1 shows MSE results on image with lowest (σ = 1) and highest (σ = 5)

noise level. It shows that overall the proposed cascade method performs well, especially

for higher upsampling factor, which is more important in case of depth image super-

161



(a) ATGV Mod
(σ1)

(b) ATGV Mod
(σ2)

(c) ATGV Mod
(σ3)

(d) ATGV Mod
(σ4)

(e) ATGV Mod
(σ5)

(f) (g) (h) (i) (j)

Figure 7.6: SR results of the proposed method under different noise levels for upsam-
pling factors ×2. Row1: outputs from proposed method, Row2: cropped
and zoomed region of their corresponding top images.

(a) ATGV Mod
(σ1)

(b) ATGV Mod
(σ2)

(c) ATGV Mod
(σ3)

(d) ATGV Mod
(σ4)

(e) ATGV Mod
(σ5)

(f) (g) (h) (i) (j)

Figure 7.7: SR results of the proposed method under different noise levels for upsam-
pling factors ×4. Row1: outputs from proposed method, Row2: cropped
and zoomed region of their corresponding top images.

resolution. For lower level of noise, the proposed method performs comparatively better

than other guidance based depth image SR methods. However, with higher level of

noise, the proposed method is able to show good results for higher upsampling factors.

Table 7.2 shows MSE results on same set of test images but with other levels of added

noise, i.e. σ = 2, 3 and 4. This experiment was performed to see the performance of

the proposed method under different level of noise. However, in this scenario also, the

proposed method perform better than other SR methods for SR factors 4 and 8.
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(a) ATGV Mod
(σ1)

(b) ATGV Mod
(σ2)

(c) ATGV Mod
(σ3)

(d) ATGV Mod
(σ4)

(e) ATGV Mod
(σ5)

(f) (g) (h) (i) (j)

Figure 7.8: SR results of the proposed method under different noise levels for upsam-
pling factors ×8. Row1: outputs from proposed method, Row2: cropped
and zoomed region of their corresponding top images.

Table 7.1: MSE results of depth super-resolution by factor ×2, ×4 and ×8 for lowest
and highest noise levels, i.e. σ = 1 and σ = 5

Images Bic RI ATGV
ATGV

Bic
ATGV
Mod Bic RI ATGV

ATGV
Bic

ATGV
Mod Bic RI ATGV

ATGV
Bic

ATGV
Mod

×2 σ1 ×4 σ1 ×8 σ1
Aloe 3.92 3.82 3.61 3.62 3.62 4.25 3.81 3.75 3.75 3.76 5.19 3.95 4.40 4.42 4.45
Art 2.00 1.86 1.60 1.60 1.61 2.43 1.84 1.71 1.70 1.70 3.68 2.01 2.78 2.79 2.76
Baby 1.33 1.29 1.01 1.10 1.02 1.46 1.27 0.99 1.01 1.00 1.84 1.31 1.22 1.26 1.25
Books 2.23 2.20 1.91 1.93 1.91 2.37 2.22 1.98 1.96 1.95 2.80 2.31 2.35 2.32 2.26
Bowling 2.58 2.52 2.23 2.24 2.22 2.78 2.50 2.36 2.35 2.34 3.40 2.59 2.81 2.82 2.72
Cones 4.76 4.72 4.45 4.46 4.45 4.92 4.72 4.54 4.55 4.52 5.34 4.78 4.94 4.91 4.71
Moebius 2.16 2.13 1.84 1.85 1.84 2.31 2.14 1.89 1.90 1.89 2.74 2.23 2.31 2.32 2.29
Plastic 1.29 1.26 0.90 0.91 0.89 1.39 1.25 0.92 0.92 0.90 1.68 1.31 1.10 1.08 1.01
Reindeer 2.05 1.99 1.71 1.73 1.71 2.28 1.98 1.75 1.76 1.75 2.98 2.08 2.27 2.28 2.21
Teddy 4.26 4.23 3.96 3.98 3.96 4.39 4.24 3.99 4.02 4.00 4.73 4.31 4.23 4.25 4.23
Average 2.65 2.60 2.32 2.33 2.32 2.85 2.59 2.38 2.40 2.38 3.43 2.68 2.84 2.86 2.78

×2 σ5 ×4 σ5 ×8 σ5
Aloe 6.29 6.17 5.42 5.44 5.43 6.55 6.10 4.80 4.82 4.81 7.31 6.17 5.24 5.23 5.20
Art 4.40 4.25 3.34 3.36 3.35 4.75 4.16 2.59 2.60 2.59 5.78 4.27 3.61 3.61 3.57
Baby 3.84 3.76 2.83 2.84 2.84 3.94 3.69 1.84 1.85 1.84 4.23 3.70 1.87 1.86 1.85
Books 4.71 4.65 3.70 3.71 3.70 4.80 4.61 2.87 2.84 2.83 5.10 4.66 3.01 2.99 2.90
Bowling 5.04 4.95 3.95 3.98 3.95 5.18 4.88 3.18 3.18 3.16 5.69 4.93 3.57 3.56 3.48
Cones 7.16 7.08 6.20 6.22 6.21 7.29 7.04 5.41 5.42 5.39 7.59 7.05 5.50 5.48 5.37
Moebius 4.62 4.56 3.64 3.65 3.64 4.72 4.52 2.75 2.76 2.75 5.03 4.56 3.12 3.12 3.08
Plastic 3.81 3.75 2.65 2.68 2.65 3.88 3.69 1.65 1.64 1.63 4.10 3.73 1.65 1.64 1.57
Reindeer 4.52 4.42 3.50 3.51 3.50 4.70 4.37 2.59 2.60 2.59 5.26 4.44 2.97 2.96 2.91
Teddy 6.70 6.64 5.75 5.78 5.75 6.79 6.60 4.82 4.83 4.82 7.01 6.63 4.80 4.81 4.76
Average 5.10 5.02 4.09 4.10 4.10 5.26 4.96 3.25 3.26 3.24 5.71 5.01 3.53 3.55 3.46

7.5 SUMMARY

The proposed guidance colour image based depth image super-resolution method, which

is a combination of residual interpolation method (RI) and anisotropic total generalized

variation method (ATGV) in the SR pipeline in a single framework proves to be effi-

cient in producing SR output under noisy conditions. With the strong intuition about
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Table 7.2: MSE results of depth super-resolution by factor ×2, ×4 and ×8 for different
noise levels, i.e. σ = 2, 3 and 4

Images Bic RI ATGV
ATGV
Mod Bic RI ATGV

ATGV
Mod Bic RI ATGV

ATGV
Mod

×2 σ2 ×4 σ2 ×8 σ2
Aloe 4.50 4.40 4.07 4.08 4.80 4.38 4.04 4.05 5.68 4.49 4.62 4.63
Art 2.59 2.45 2.05 2.06 2.98 2.41 1.96 1.95 4.16 2.56 3.00 2.98
Baby 1.95 1.91 1.49 1.49 2.07 1.87 1.23 1.23 2.42 1.91 1.40 1.41
Books 2.84 2.81 2.37 2.37 2.96 2.81 2.23 2.20 3.33 2.89 2.51 2.42
Bowling 3.19 3.13 2.66 2.66 3.36 3.10 2.61 2.59 3.94 3.17 3.00 2.92
Cones 5.35 5.30 4.89 4.89 5.50 5.30 4.79 4.77 5.88 5.34 5.06 4.89
Moebius 2.77 2.73 2.30 2.31 2.89 2.73 2.14 2.14 3.28 2.80 2.53 2.51
Plastic 1.91 1.89 1.35 1.35 2.00 1.87 1.14 1.11 2.26 1.92 1.26 1.16
Reindeer 2.66 2.59 2.16 2.17 2.87 2.57 1.99 1.98 3.51 2.66 2.45 2.40
Teddy 4.86 4.83 4.42 4.42 4.97 4.83 4.23 4.23 5.27 4.89 4.38 4.38
Average 3.26 3.20 2.77 2.78 3.44 3.18 2.63 2.62 3.97 3.26 3.02 2.97

×2 σ3 ×4 σ3 ×8 σ3
Aloe 5.10 4.99 4.52 4.53 5.38 4.95 4.30 4.30 6.21 5.05 4.83 4.83
Art 3.19 3.05 2.49 2.49 3.56 2.99 2.17 2.17 4.68 3.12 3.21 3.19
Baby 2.58 2.52 1.94 1.94 2.69 2.48 1.44 1.44 3.01 2.50 1.56 1.55
Books 3.46 3.42 2.81 2.81 3.57 3.41 2.45 2.41 3.91 3.48 2.68 2.58
Bowling 3.80 3.74 3.09 3.09 3.97 3.69 2.81 2.79 4.51 3.76 3.21 3.12
Cones 5.95 5.90 5.33 5.33 6.09 5.88 5.00 4.99 6.44 5.91 5.22 5.06
Moebius 3.38 3.34 2.75 2.75 3.50 3.32 2.35 2.35 3.85 3.39 2.73 2.71
Plastic 2.55 2.51 1.79 1.79 2.63 2.48 1.32 1.30 2.87 2.53 1.39 1.31
Reindeer 3.28 3.20 2.61 2.61 3.47 3.16 2.19 2.19 4.08 3.26 2.63 2.57
Teddy 5.48 5.44 4.86 4.87 5.57 5.42 4.43 4.43 5.84 5.47 4.51 4.51
Average 3.87 3.81 3.21 3.22 4.04 3.77 2.84 2.83 4.54 3.84 3.19 3.14

×2 σ4 ×4 σ4 ×8 σ4
Aloe 5.70 5.58 4.97 4.98 5.97 5.52 4.55 4.56 6.75 5.61 5.04 5.03
Art 3.80 3.64 2.92 2.92 4.16 3.57 2.38 2.38 5.23 3.70 3.41 3.38
Baby 3.21 3.14 2.39 2.39 3.32 3.08 1.64 1.64 3.62 3.10 1.71 1.70
Books 4.09 4.04 3.26 3.26 4.18 4.01 2.66 2.62 4.50 4.07 2.84 2.74
Bowling 4.42 4.34 3.52 3.52 4.58 4.28 3.00 2.98 5.10 4.35 3.40 3.31
Cones 6.55 6.49 5.76 5.77 6.69 6.46 5.21 5.19 7.02 6.48 5.36 5.22
Moebius 4.00 3.95 3.19 3.20 4.11 3.92 2.56 2.56 4.44 3.97 2.93 2.90
Plastic 3.18 3.13 2.22 2.22 3.26 3.08 1.48 1.46 3.49 3.13 1.52 1.44
Reindeer 3.90 3.81 3.05 3.06 4.08 3.76 2.40 2.39 4.67 3.85 2.79 2.74
Teddy 6.09 6.04 5.31 5.31 6.18 6.01 4.63 4.63 6.42 6.05 4.66 4.63
Average 4.49 4.41 3.65 3.66 4.65 4.36 3.05 3.04 5.12 4.43 3.36 3.30

obtaining better output with a better initial HR estimate, the proposed method cas-

cades RI and ATGV method, where RI module provides a better initial estimate, and

the ATGV module improve the SR accuracy with faster convergence. The initial esti-

mate produced by RI module is better because it is as fast as any other interpolation

method. The qualitatively and quantitatively experimental results shows that the pro-

posed performs comparative well for upsampling factor 2, however it performs better

by maintaining the depth precision and the edge discontinuities as compared to other

SR methods, especially for higher upsampling factor 4 and 8, which is a good sign.
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CHAPTER 8

CONCLUSION AND FUTURE DIRECTIONS

8.1 CONCLUSION

With recent advancements in the image processing and computer vision field, the de-

mand of depth images have increased. Several applications which demand depth images

require high-resolution depth images, but the commercial depth cameras could not meet

the demand of these applications. The images captured by these cameras suffer from

lower spatial resolution, corrupted with noise, and have missing regions.

This thesis presented some methods for super-resolving the depth images from uni-

form samples and densely reconstructing the depth images from non-uniform samples.

The proposed wavelet based SR method in this thesis is a simple and efficient method.

It utilizes DWT, SWT and gradient of the input image to enhance the high-frequency

content in the image. This is because the prominent features of depth images are the

edges, and these edges are well captured in the subbands of DWT, SWT and gradient.

Fusing these details has produced a better super-resolved image On the test images, the

proposed methods performs better in terms of retaining the edge discontinuities and

The guidance image based SR method presented here use HR colour image as guid-

ance image of the same scene as that of the observed depth images. The proposed SR

method shows two variants based on the use of the LR input image. If the LR image

is initially bicbic interpolated and fed to the proposed SR pipeline, here it is called as

LRBicSR method, and if the LR image is mapped on the HR grid and fed as input to the

proposed SR pipeline, then it is called as LRSR method. The proposed method utilize

the segment cues from the guidance image to guide the super-resolution process. Here,

each segment region obtained from the colour image is looked for its corresponding

segment region in the depth image. Based on some threshold value, it decides whether



the regions is a smooth region or a probable edge region. Then it takes the decision to

whether fill that depth segment with the bicubic values or with the median value. The

proposed method has been demonstrated for higher upsampling factors also. Both the

SR variants perform better than other comparative methods.

This thesis proposed a method for densely reconstructing a depth image from depth

image with random sparse depth points. The depth points spread uniformly on the im-

age. The proposed depth reconstruction (DR) method uses two different approaches

to estimate the unknown pixels. One is the plane fitting approach (PFit) and other is

the median filling approach (MFill). The PFit approach existed in literature but it was

for some different configuration and the sparseness percentage considered was around

25-30% visible pixels. In the proposed method, the performance of the depth recon-

struction is shown for the lowest sparseness of 1%. Reconstructing the complete image

from just 1% random non-uniform depth points is really challenging. The proposed

method utilize the guidance colour image to perform dense depth reconstruction. Other

than depth reconstruction, this thesis also presents a method to super-resolve a non-

uniform LR image, called LRSR method. It is the combination of DR and SR method

in a single framework. The performance of the DRSR method is also better than the

other comparative SR methods. It is also shown that the proposed method can be uti-

lized to address the other depth image related problems like depth denoising and depth

inpainting. Here, it is only shown the adaptability of the proposed method for depth de-

noising and depth inpainting gives better results, but it does not show the improvements

in the results compared to other state-of-the-art denoising and inpainting methods.

The use of training images for super-resolving the depth images is also demonstrated

in this thesis. The use of GMM proves to be efficient in doing the super-resolution

task by learning the HR-LR relationship. This approach has been shown to super-

resolve the images by higher SR factors. It is shown that, for higher SR factors, the

direct approach may not achieve better results, so a hierarchical approach has been

demonstrated which performs the super-resolution in steps of ×2 to achieve higher SR

factor. The experimentation has been done by varying several parameters, i.e. different

HR-LR patch sizes and training different number of GMMs. We have seen that GMM
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with 200-250 gave good results.

For iterative methods, this thesis proposed a cascade approach for better initial esti-

mate. It combines the residual interpolation (RI) method with anisotropic total general-

ized variation (ATGV). A simple and less computationally intensive Residual interpo-

lation method (RI) has been used as a preprocessor for ATGV. RI method is very less

computationally intensity, and it can be very well compared with bicubic interpolation

method in terms of computation time. It is observed that the proposal of cascading the

RI as a preprocessor reduces the number of iterations, converges faster to achieve the

better SR image quality.

8.2 FUTURE DIRECTIONS

The current state-of-the-art results show improved performance of the super-resolution

methods. However, there is always some scope to improve the results and perform

better than the existing methods.

From my point of view, one of the future work based on this thesis could be to in-

crease the computational speed the super-resolution methods. The time taken by the

existing super-resolution methods are in few seconds, which makes it unreliable for

video super-resolution. With recent camera revolution, there might be a need of depth

video super-resolution where the per frame computation has to match in accordance

with the depth video frame rates. The application could be the autonomous driving ve-

hicle where the vehicle has to monitor the current situation on the road by continuously

monitoring the depth video for any abnormalities.

Over the past few years, the employment of convolutional neural network (CNN)

has seen a rapid growth in many fields of image processing and computer vision. Re-

cently, there has been a rapid increase in the use of CNN form optical image super-

resolution. A similar approach of CNN and related deep learning techniques can be

used for depth image super-resolution. However, the direct utilization of the existing

nets for depth image super-resolution is non-trivial. The depth image properties have
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to be understood properly, and then the appropriate features can be learned by the CNN

layers which might be useful for the depth image super-resolution task. The training

process can be painful as it might require large dataset to learn the prominent features

in the image. But, with recent advancement in graphical processing unit (GPU), the

training time has drastically reduced.

The area of 3D depth reconstruction is not much explored. The existing methods

work on 2D non-uniform samples where the samples are randomly placed on the image

grid, and the depth reconstruction method tried to densely reconstruct the image by es-

timating the unknown pixels. A similar model can be build for 3D depth reconstruction.

It can be used in several applications like augmented reality or in the medical field to

know the complete anatomy of any body part.

Other than optical images and the depth images, the super-resolution methods can

be applied on other modalities of images. For example, the medical images from MRI or

CT are mostly corrupted by noise and have poor quality. The super-resolution methods

can be implemented to resolve such problems. There are some existing SR methods for

MRI images which produces good quality noise free super-resolved images. However,

there is still a huge demand for providing the clearer images of other modalities.
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APPENDIX A

INTERPOLATION METHODS

Nearest Neighbor Interpolation

In nearest neighbor (NN) interpolation the intermediate pixel value of SR frame is cho-

sen to be the nearest among the neighbors. This technique give rise to the blocking

artifacts on the edges and results in unpleasing SR image. As shown in the Figure A.1,

the interpolating data points will be assigned the value amongst the neighbor to which

it is closer/nearer.

Figure A.1: Nearest Neighbor Interpolation

Bilinear Interpolation

This technique is the extension of linear interpolation function. Figure A.2 shows how

bilinear interpolation is performed. The red dots are the available pixels from the LR

image, and the green dot at the center is the estimation point. The linear interpolation

can be applied twice on 2D image, once in one direction and then in another direction,

as bilinear operation is separable. The blue dots are the result of linear interpolation in

x-direction, and the green dot are the result of linear interpolation in y-direction on the

points obtained in previous step. The computation of theses unknown points from the

known points is shown in the Eq. A.1.



Figure A.2: Bilinear Interpolation

f(R1) =
x2 − x
x2 − x1

f(Q11) +
x− x1

x2 − x1

f(Q21)

f(R2) =
x2 − x
x2 − x1

f(Q12) +
x− x1

x2 − x1

f(Q22)

f(R1) =
y2 − y
y2 − y1

f(R1) +
y − y1

y2 − y1

f(R2)

(A.1)

Spline Interpolation

Spline interpolation techniques (Lalescu, 2009) use low degree polynomials for each

intervals, and chooses the polynomial pieces such that they fit smoothly together. Bicu-

bic Interpolation Technique (Keys, 1981) is generally preferred over bilinear or nearest

neighbor interpolation. The reason is that the interpolated points follow the smooth

transition and it has fewer interpolation artifacts. The only drawback of this technique

is that it is computationally demanding. Keys (1981) has derived cubic convolution

interpolation for 1D, and the extension of this algorithm to 2D is applied to 2D image

data as shown in Figure A.3.

Figure A.3: Bicubic Interpolation
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Polynomial Interpolation

It is the generalized linear interpolation technique. In this interpolation method, one

uses higher order polynomial which goes through all the give set of discrete points.

Since it is infinitely differentiable, it overcomes so many problems of linear interpola-

tion. The disadvantage of such method is that it is very computationally intensive, and

it may contain oscillatory artifacts.

Lanczos Interpolation

It is also called as Lanczos resampling or Lanczos filter. It is a mathematical formula

used to smoothly interpolate the values of the digital signal between its samples. It maps

each sample of the given signal to a translated and scaled copy of the Lanczos kernel

which is a sinc function windowed by the central hump of a dialated sinc function. The

sum of these translated and scaled kernels is then evaluated at the desired point, which

is given by Eq. A.2. The Lanczos kernel for a=3 is shown in Figure A.4.

f(n) = sinc(x) sinc(x/a); if − a < x < a

= 0; otherwise
(A.2)

Figure A.4: Lanczos kernel for a=3
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