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ABSTRACT

Integrated circuit technology is the base for all modermctetamic systems. The devel-
opment of modern integration technologies is normally ey the needs of digital
CMOS circuit design. Rapid progress in silicon VLSI techn@dsghas made it pos-
sible to implement multi-function and high performancec#ienic circuits on a single
die. This has led to the tremendous growth in integratediitg¢echnology resulting in
highly complex circuits with increasing number of compatseand on-chip intercon-

nects.

In digital domain, aggressive technology scaling redefimemany ways, the role
of interconnects vis-vis the logic in determining the overall performance.haligh
active devices mostly benefited from scaling, intermediatéglobal interconnects per-
formance has degraded with scaling. Prominent reason baiggnterconnects do not
scale with the technology. Apart from signal integrity, mwdissipation and reliability
issues, delays over long interconnects far exceeding tiie telay becomes a bottle-
neck in high speed operation. Moreover, with an increasamsiy of chips, the number
of interchip connections is greatly increased as more an@ fomctions are put on the
same chip; thus, the size and performance of the chip ardymwshinated by wiring

rather than devices.

This thesis addresses the issues associated with the preeiy interconnects,
namely, modeling, delay reduction , minimization of sigreflection at high frequen-
cies at the interconnect-via junction and reducing the skeslock signals. Design and
analysis methodologies presented in this work focus onamipg the performance of

the interconnects in DSM regime.

Interconnects are represented by distributed RLGC netwanksmodeled using

state space approach. Generalized state space matricksigesl for Single, Coupled,



L andT type of interconnects and these models are used to estintateannect met-
rics. Using the coupled interconnect models, crosstalkenoi the victim lines of the
multi-coupled interconnects is estimated. Further, moddér reduction using moment
matching is employed to reduce the large order of the RLGCortto lower order for

reducing the complexity of the network.

As an alternative to traditional repeater insertion mettwdeduce the intermedi-
ate/global interconnect delay, exploiting the resonaatatteristics of the interconnects
is gaining popularity. The idea of this method is to make @amasing interconnect by
inserting an inductor of appropriate value along the irdenect to nullify the effect
of interconnect parasitic capacitance. This scheme carfféetieely used for clock

signals as well as signal modulated data networks.

At high frequencies, impedance discontinuities at intenget-via junction results
in signal reflections and give rise to signal integrity peshk. A methodology to min-
imize the via-induced signal reflections by the inclusioranfappropriate capacitive

load is presented.

Clocks being the highest frequency signals in any IC, delaysked of a few pico
seconds in the transmitted clock signals is detrimentatterproper functioning of
the circuit. Traditionally, metamaterial structures asedi to introduce desired phase
shifts in microwave circuit applications. The Composite Rigéft Handed (CRLH)
metamaterial structure has a unique feature of supportingfaite wavelength at a
nonzero frequency. This property of CRLH is leveraged to redihe skew in the

transmission of high speed clock signals over long nets.
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CHAPTER 1

Introduction and Preliminaries

1.1 Growth in the Integrated Circuit Technology

Invention of the transistor at Bell labs in 1947 and the fororaof first Integrated Cir-
cuit (IC) chip by Jack S. Kilbey at Texas Instruments lab in88pened the path for an
unprecedented growth of the semiconductor technologyerAt inception, productiv-
ity of the IC technology has increased more than a billiod fwhile performance has
increased more than one hundred thousand fold over a spaftyofdars (Bakir and
Meindl, 2009). The tremendous growth in the semicondu&odhniology over the last

five decades has immensely benefited every segment of hui@an li

Gordon Moore, one of the pioneers in the Silicon valley pretl the growth in the
semiconductor industry in 1965 itself and formulated an ieicgd law stating that the
number of components integrated into an IC will double e&Fynonths. This theory
holds good even after 50 years of its inception and it is tdinae in the foreseeable fu-
ture (lwai, 2009). Figure 1.1 shows the development of tegss technology and how
the die area has increased over a period of 40 years (fromtd@@L0) (Chen, 2007).
From the figure it can be seen that in the last 40 years, IC t#¢oby has scaled from
10um to 32nm and the die area has grown approximately fronmik to 500mn?. At
the same time, the number of transistors integrated int@€achlp has grown roughly
from 2300 to 2.6 billion components (Laker, 2011). Figur2 dhows the year of in-
troduction of different processors along with the appraéennumber of components
integrated in them during the period 1971 to 2011. Inteomati Technology Roadmap
for Semiconductors (ITRS) association predicts Tera Scdkgtation (TSI) (trillion
transistors per chip) era in around 2022 (ITRS, 2009).

In order to sustain Moore’s law, materials and technologdus fabricate the ICs



have undergone revolutionary changes in the past five deegpecially for the tran-

sistors and interconnect wires. In around 1960, circuiteewenstructed using Bipolar
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Junction Transistors (BJT) and later switched to N-chanretBMOxide Semiconductor
Field Effect Transistors (MOSFETS) in around 1970. Improeets in the performance
and the power dissipation reduction in the circuit is brdugit by Complementary
Metal Oxide Semiconductor (CMOS) circuits in around 1980.tAi¥iemendous ad-
vancements and considerable refinements, CMOS has becomel@ atd dominant

technology in the present day semiconductor industry (B2007).

As the gate lengths of the MOS devices scaled below rii0continued perfor-
mance gains from scaling have slowed down (Thompstoal, 1998). Some of the
critical issues to be addressed at the transistor levelbrl®®nmin order to maintain
the rate of progress of the microchip are gate tunnelingecysub-threshold leakage

current and the demand for critical dimension tolerances.

Below 100nmgate lengths, capacitive coupling effect between the soamd drain
increases. This increases Drain-Induced Barrier Loweldil() effect, reduces the
threshold voltage and increases the gate leakage currechnd®logical improvements
such as ultra-thin gate dielectrics, ultra-shallow solah@en junctions, halo implants
etc. are used to overcome the above performance degradeatsah Deep Submicron
(DSM) regime MOS transistors (Colinge, 2008).

Another fundamental limitation approaching in MOS devideg to scaling is the
gate dielectric thickness. A thin gate dielectric incresasapacitive coupling from the
gate to the channel and thereby reduces the source/drairenc# on the channel.
Larger gate capacitance leads to increased ON-state drivent. However, gate di-
electrics are already so thin that quantum mechanical ditemeling through them
results in significant gate leakage currents belov 20he use of high-k gate dielectric
materials provide a small effective oxide thickness to t@madequate gate control
needed for scaling while providing a large physical batieegate-oxide tunneling and

thereby reducing gate leakage current (Colinge, 2008).

Shallow trenches are implanted at the source/drain jumétioninimize dopant dif-
fusion. The downside of this is, increase in the parasitieseesistance of the source

and drain extension regions. In sub-106 gate length devices, a strong halo im-



plant is generally used to suppress sub-surface leakagiibuends to increase the
average channel doping in small gate length devices. Hawhigh channel doping

concentration reduces carrier mobility due to impurityterang, resulting in increased
transverse electric field, sub-threshold slope, bandatwdbunneling leakage, depletion
and junction capacitances. All these factors togethelifssggntly degrades the device

performance (Colinge, 2008).

In a continuous effort to increase the current drive capigsland better control
over short-channel effects in sub-1O@gate lengths, traditionally used silicon dioxide
and polysilicon gates for the fabrication of MOSFETSs ardaegd by high-k dielectrics
and metal gates. Because of this, transistor switching siseaetproved by 20% and
gate leakage by more than tenfold (Kuhn, 2009). To enableduechnology scaling,
new device structures for the next-generation technodolggere been proposed. Some
of the most promising devices so far include Carbon Nanotuell Effect Transis-
tors (CNFETSs), FInFETs, nanowire FETs, IlI/V compound-lithdevices, graphene
nanoribbon devices, resonant tunneling diodes etc. (Calig§08). Many of these
devices have shown favorable device properties and clesistats to operate at sub-
100nmtechnology and require novel fabrication techniques. &lesoscale devices
have significant potential to revolutionize the fabricatend integration of electronic

systems and scale beyond the perceived scaling limitatibmaditional CMOS.

One of the significant DSM regime problems created becauseatinhg is the rising
interconnect delay. Increasing resistance of the wirekasniain reason behind the
rising interconnect delay in DSM regime ICs. Resistance isrsely proportional to
the cross sectional area of the interconnects. To accontmatae functionalities and
performances while fabricating an IC in successive tedugiel, large circuits with
more components are used. These components are connecteghttinterconnects
and pitches of these wires dropping rapidly at about the satees the gate length. In
order to control the sharp rise in the resistance, thickaetfe interconnects are scaled
at a slower rate, which results in taller and thinner wireBR$ predicts that global
interconnects Aspect Ratio (AR=height/width) will incredisam 1.8 at 180nmto 2.6
at 22nmtechnology node (ITRS, 2009).



Instead of using high AR, the other approach to reduce thsteesie of the lines
is to use better conducting materials for the on-chip ienects. This significant
revolution occurred in the IC chip design when aluminum wi¢existed from 1960
onwards) were replaced by copper wires in-around 1997. €hsstivity of copper
interconnects is approximately 30% smaller than that ainatum interconnects (2.2
HQ —cmyvs. 3.2uQ — cm). Another key advantage of using copper as the interconnect
is that the resistance increases with the Electro Migratieiv) effect. Copper has a
much lower susceptibility for the transportation to the ahé&in from EM since it is a
heavier metal. Usually, EM lifetime of copper is 100 timesder than aluminum wires

at the same current density.

1.2 On-chip Interconnects in CMOS Technology

IC chips are made with different technologies and prese@t§OS is the most widely
used technologies. In a CMOS technology, transistors amicéibd in a doped sili-
con substrate, usually with a gate of polysilicon on the tbpxide layer. In order to
connect transistors, power, ground and clock lines, stdcheatal layers are used as
shown in figure 1.3 (ITRS, 2009). Vias are used to connectréiffemetal layers and
the space in between metal layers are filled with silicon @ad some other dielec-
tric material. Depending on the length, on-chip intercatseare classified into local,
intermediate and global wires (Nurrat al,, 2004). Local interconnects are very thin
conductors used to connect gates and transistors withinaidmal block on a chip.
These type of interconnects usually occupy the lower fewrgayn a multi-layered in-
terconnect structure (figure 1.3). The dimensions of thetdonnects scale down
with the technology. Intermediate interconnects are ttlibae are used to distribute
clock/data signals within a functional block or betweenadgcent blocks with typical
lengths up to 2.3nm These type of wires occupy few layers above the local interc
nects (figure 1.3). Global wires are the widest metal layessmulti layer structure and
occupy the top few layers. Typical lengths of these inteneats are greater than 2.5

mmand sometimes as long as half of the chip perimeter. Top Hatails are reserved
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Figure 1.3: Cross sectional view on the stack of layers in afiTRS, 2007)

for the routing of power/ground/clock signals. Dimensiofsntermediate and global

interconnects do not scale the same way as technology gcalin

1.2.1 Technology Scaling

The basic idea of scaling is to reduce the dimensions of thealNdxide Semiconductor
Field Effect Transistor (MOSFET) and associated intereatsto increase the perfor-
mance and the component density per area. With the consanti@field scaling, the
dimensions of the MOSFETSs are scaled down by a fact%axﬁd the first order effects
are given in table 1.1. This kind of scaling increases thecgedensity by a factor of
& while decreasing gate delay and power dissipation by facémndé respectively
(Bakoglu, 1990). Thus, scaling of MOSFET dimensions inaedbe overall circuit

performance.

Once considered to be electrically negligible, intercats@re becoming a major

performance bottleneck in DSM regime high-performance Mss is because of the
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Table 1.1: MOS scaling effects

Parameter Scaling factor
Channel LengthL(), Width (w), Gate oxide
thicknessty) and Voltage \(bp) 1/S
Current per devicel s [ Vtvfﬁ((VDD ~\W)?) 1/S
0X

: L

Gate capacitance€g [ EOX\;L 1/S
0X
. . Vi
Transistor ON resistancé&y [ % 1
DS

Gate delay(g=Rg x Cg) 1/S
Device areakq = wL) 1/
Power dissipationR = IpsVpp) 1/

S Scaling factor for device dimensions

increasing resistive, inductive and capacitive effectoamted with the interconnects
as chip size grows larger and interconnect geometries atedsc As a result, these

parameters significantly hamper the performance of highgp@s in DSM regime.

Table 1.2 shows the ideal scaling (refers to the scalingaofsistors and intercon-
nects where all horizontal and vertical dimensions areceduly the same factor) ef-
fects of local interconnect geometries (Bakoglu, 1990).dlaterconnects length usu-
ally shrinks at the same rate of technology scaling. If itdswuaned that all the local

. . . : 1 :
interconnect dimensions shrink by a factoercapacnance decreases by a factor of

1 : . . .
S while resistance increases Bytable 1.2). Consequently, local interconnect delay

remains unchanged.

Table 1.2: Ideal scaling of Local Interconnects

Parameter Scaling factor
Local interconnect widthw), Substrate heighty,

Spacing §) and Thicknesst] 1/S
Local interconnect length.() 1/S
ResistanceR, = Phi S
Capacitanceq = 22 « 1) 1/S

RC delay ¢) 1
\oltage drop (IR) 1
Current density (J) S

S: Scaling factor for device dimensions

On the other hand, over the years, scaling has become a problgrowing impor-
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tance in case of intermediate/global interconnects. Thmagy issue of scaling these
interconnects is the problem associated with the growirsgesy complexity. As the
technology is scaled, length of the intermediate/globedrzonnects increases instead
of shrinking. This is because, the chip area of each new tdoby generation keeps in-
creasing to accommodate more functionalities and hence aomonponents. This forces

the intermediate/global interconnects to increase intket@gconnect all the devices.

Length of the intermediate/global interconnects is depahdn the chip areaA()
and the length of the longest global interconnect in an 1@ chrelated to the chip area
approximately by\/—f (Nurmi et al,, 2004). Hence, during technology scaling, dimen-
sions of these layers will not shrink in the same proportisritet of transistors gate
length. Table 1.3 shows the ideal scaling effects of inteliate/global interconnects
(Bakoglu, 1990). Scaling of the intermediate/global inbentects results in an increase

in the delay in proportion to the wire length and the wire s&sice.

Table 1.3: Ideal scaling of Intermediate/Global Intercects

Parameter Scaling factor
Intermediate/Global interconnect width)( Substrate heighty,
Spacing §) and Thicknesst] 1/S
Intermediate/Global interconnect lengthy) S

L
ResistanceRyp = Pgby S
CapacitanceGyp = oW Lgb) S
RC delay t) SASH
Voltage drop (IR) SS
Current density (J) S

S Scaling factor for chip size

In summary, technology scaling decreases the gate desms{stor delay) and wire
delay of the local interconnects while delay in the interratiglobal interconnect in-
creases. Advanced scaling techniques (such as weak sohlimg thickness and usage
of low dielectric constant insulator material) improves 8ituation somewhat, so that
wire delays almost track the improvement in gate delays. é¥ew intermediate/global
interconnect delays become much worse than gate delaygig successive technol-
ogy nodes below 0.2Gmas can be seen from figure 1.4. Further, as the interconnect

delay increases, it results in more power consumption asigttenuation etc. (Ismail
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etal, 1999). Thus the intermediate/global interconnect detdizer than the gate delay,
becomes a limiting factor in determining the overall citqerformance in the present

day Very Large Scale Integration (VLSI) chips.

100
— 00— Gate

—a—T ocal

—&— Global w/ repeaters

- - % - - Global w/out repeaters

=
%

Relative Delay

0.1 755 180 130 ] 65 45 32
Technology node [nm]

Figure 1.4: On-chip interconnect delay across differecttelogy nodes (reproduced
from (ITRS, 2007))

1.2.2 ITRS Predictions

According to ITRS predictions on the future trend in intencect dimensions, delay,
technology nodes etc. given in table 1.4 (ITRS, 2007). Op-tbial interconnect
length increases linearly with technology and will appto@600m/cn? by 2022. This
supports the assumption of long interconnects occupyiryg ldie area in future tech-
nologies (approximately 456n? by 2022). It is also predicted that the delay of in-
termediate and global copper interconnects will increaselcatically with technology
and may reach to 4iisand 11.51srespectively for Inmlong interconnect by the end
of 2022. When the interconnect geometries are scaled, widtiednterconnects de-
creases and RC time constant increases due to increasedmresiand decreased cross

section. This trend shows that scaled intermediate/glolb@connect exhibit increase

in the latency.



Table 1.4: ITRS 2007 prediction on scaling trends

Parameter 2007 | 2010 | 2013 | 2016 | 2019 | 2022
Technology Noder{m) 65 45 32 22 16 11
Number of metal levels | 11 12 13 13 14 15
Total interconnect 1439 | 2222 | 3125 | 4545 | 6250 | 9091
length fn/cn?)

Intermediate wiring 136 90 64 44 32 23
pitch(nm)

Aspect Ratio (AR) of 1.8 1.8 1.9 2.0 2.0 2.1

intermediate interconnects
Intermediate interconnects 741 1892 | 4044 | 9127 19700 | 46741
RC delay 09
Global interconnect 210 135 96 66 48 33
wire pitch (m)
AR of global interconnects 2.3 24 2.5 2.6 2.8 2.9

Global interconnects 227 542 1129 | 2476 | 4978 | 11437
RC delayf9

Effective dielectric 2.9-3.3| 2.6-2.9| 2.4-2.8| 2.1-2.5| 2.0-2.3| 1.7-2.0
constantk)

Copper resistivity 3.51 4.08 4.83 6.01 7.34 9.84
(HQ —cm)

Wafer diameterrom 300 300 300 450 450 450

As per the ITRS roadmap (ITRS, 2009), presently feature sizédseadevices are
scaling down roughly at a rate of 0.7 in every two years. Tég@ilts in the doubling
of gate density, reduction of gate delay by 30% and reducifanergy per switching
by 65%. Thus, scaling down of transistor dimensions leadmprovements in both
cost and performance. However, with scaling, the interectsxbecome taller and nar-
rower resulting in the increase of resistance per unit leagthe rate of 104% per year

(Nigussie, 2011).

The lengths of the local interconnects scale down the sanyeawahe transistor
gate lengths whereas intermediate/global interconnecis to track the chip dimen-
sions. In general, die area should decrease by 50% in sixeésshnology genera-
tions but new designs integrate more transistors and fumaities per chip, resulting
in a need for more die area. Over the years, die area increaisgsly 13% per year
and consequently, the total interconnect length increasesrate of 6% per year re-

sulting in an overall increase of interconnect delay by appnately 120% (Nigussie,
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2011). More delay implies increased power consumptiomadigttenuation, ringing
effects etc. Hence, intermediate/global interconnecyg plmajor role in determining
the performance of the present day ICs. This demands thetdesigners to put higher

efforts in the design and optimization of long interconsect

1.2.3 Interconnect Characteristics

Since long interconnects become a dominant factor in degithie performance of high
speed ICs, focus of the circuit design process has shifted fogic optimization to

interconnect optimization, viz., optimization of interogect delay, power dissipation,
crosstalk noise, bandwidth, physical area, transmissnendffects, parasitic modeling

etc. These issues are briefly discussed next.

1.2.3.1 Interconnect Delay

Delay is the primary performance metric for interconneat€es the circuit speed is
limited by the signal propagation time over wires. Intencect delay is defined as the
difference between the time during which the logic transisiat the source and the sink
cross 50% of their amplitude values. Input and output wawve$oare characterized by
the rise timet, and the fall timet; and are defined as the time taken to reach from 10%

to 90% of the respective voltage transitions.

Just as the technology advances, the delay models also beoome complex and
sophisticated. In early VLSI designs, interconnects wendefed as lumped capacitive
loads for gates and the wire resistance was ignored. Witlinggcdhe interconnect
resistance started affecting the signal characteristidsaacordingly, delay models had
to be changed to include wire resistance. This gave risentpdéad RC models. Later,
more accurate distributed RC models came into effect (N@tnal, 2004). One of
the most popular RC delay estimation models for the branchdchan-branched RC

network is Elmore time constant (ElImore, 1948).
As the technology is scaled below 0.pBn signaling frequencies exceed a few
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GHz and their rise times getting limited to a few pico-se®ndterconnects need to
be treated as transmission lines. In such cases, distitR@models are inadequate
to accurately model delay because RC models cannot modaragtier systems. Itis
found that second or higher order RLC models of the intercanprvide significant
improvements over the accuracy of a first-order RC delay modedetailed second
order RLC delay model for a nonlinear driver and a single trassion line is presented
in (Boeseet al,, 1992). Closed-form solutions for the 50% delay, rise tim&rshoots
and settling time of signals in a second-order RLC tree arsgmted in (Ismaiét al,,
2000) Apart form this, various types of delay estimation eledbased on different
interconnect equivalent models are derived as evident frepreviously published

work (Achar and Nakhla, 2001).

1.2.3.2 Power Dissipation

Due to higher clock frequencies and longer interconnedtles) overall power dissipa-
tion in an IC increases significantly with technology scgli®n-chip power dissipation
in current general purpose microprocessors vary in theerd@gl00’s of watts. Figure
1.5 shows the components of dynamic power due to differqgraative sources in a mi-
croprocessor (Chen, 2007). Form the figure, it can be seethihdiynamic power dis-
sipation due to interconnect capacitance alone is grdzari0% of the total dynamic
power. If repeaters and pipeline registers are insertdukiimterconnects, these circuits
will introduce additional dynamic, leakage and shortwirpower. Higher power dis-
sipation increases the packaging cost due to heating pnslded shortens the battery
life in portable applications. Therefore, power dissipatis another important criterion

that should be considered in the interconnect design.

1.2.3.3 Crosstalk Noise

In a multi-layered IC, interconnects are closely placed aitt scaling, coupling ca-
pacitances among interconnects dominate over the groysatitances. Further, at

GHz frequencies, inductive coupling and the associateg@loaunoise become signif-
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Figure 1.5: Dynamic power dissipation due to different cappge sources in a micro-
processor (Chen, 2007)

icant. Coupling affects the interconnect performance inwagys, viz., fluctuation in
the output voltage level and delay uncertainty, as showrgurdi 1.6 (Chen, 2007). If
the crosstalk noise level is greater than certain thredimolt it causes malfunctioning
of the circuit. In addition to the coupling effects, delaycertainty is caused by factors
such as process variations, temperature variations, pgrand noise etc. If the delay
uncertainty exceeds some threshold level, it will causgsahd/or hold time violations

and thereby further degrading the system performance.

== Delay uncertamnty

R Switching victim Jf f 5

S =
- — P
L~ L
-\\\ Aggressor g _\\\
F— — >
L~
AT .
P Quiet victim — —-—1- VoQa\ge noise

Figure 1.6: Delay uncertainty and crosstalk noise in clopkdced interconnects (Chen,
2007)

1.2.3.4 Bandwidth (B)

For on-chip applications, bandwidth (the number of biteisraitted per second) is a
measure of data transmitting capacity of the interconrettigher bandwidth reduces

the total time required to transmit a certain amount of déwereby increasing the sys-
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tem performance. A bit period can be divided into two partsely transition time and
steady state time. During the steady state time, data isddtat the receiving register.
If it is assumed that the steady state part occupies at ledisohthe bit period, the
maximum bandwidth is related to the rise/fall tintg @s (Chen, 2007)

B= o (1.1)

1.2.3.5 Physical Area

Despite technology scaling, the die size remains more erdesstant or may increase
owing to the integration of additional features (ITRS, 2008) the present day ICs,
the total interconnect length is significantly high (seVetandreds of meters per centi-
meter area) and it is increasing with technology scalingsoAthe number of metal
layers are increased to provide sufficient metal resou@esotiting. Increased func-
tionality, longer interconnect lengths and increased remolb metal layers - all add up
to the fabrication cost and power dissipation. Therefoieadea is another key metric

that need to be considered during the interconnect desapeps.

1.2.3.6 Transmission Line Effects

When the interconnects are longer thl%m of the wavelength of the signal transmitted,
neglecting the wave nature of the propagated signals saswtror in the analysis. The
wave nature of the signals show variations in the signal &ngd along the interconnect
length due to the phase differences. Such lines are coesi@éézctrically long and need
to be modeled as transmission lines (Nuehal, 2004). When the interconnects act
as transmission lines, signals get reflected when therengsedance mismatches or

discontinuities in the line. The reflection coefficient isegi as

CVe 247

Vi Zi+Z
14

(1.2)



whereZ, is the characteristic impedance of the interconnect&ni$ the impedance
of the discontinuity. Few examples that give rises to bag@cantinuities are series
inductance, shunt capacitance, capacitive loads, unegttdrminations etc., which
arise from physical changes in the signal paths due to viag, bends, stubs, wire

crossovers, bonding wires, package pins, connectorsideahreceivers etc.

1.2.4 Interconnect Parameters

On-chip interconnect structures are usually composed ¢dlirtires with rectangular
cross sections (Manhattan style layout) of layers. Thikitecture reduces the com-
plexity of modeling, routing algorithms and at the same tigneatly simplifies the

manufacturing process. A cross sectional view of the topiat@lmediate layer inter-
connects are shown in figure 1.7 along with the geometricnpai@r definitions. Sym-
bolsw, s, t andh refer to the interconnect width, spacing between the litteskness

and dielectric height respectively. The interconnect giics are extracted from the

geometry of the interconnect structures and are illusirai¢he following subsections.

Metal n+1
g Ce PRI
|nterconnects-_“—!—“—$ Metal n m }_*I
Ground Metal n-1

(@) (b)

Figure 1.7: Cross sectional view of the (a)Top layer intensats and (b) Intermediate
layer interconnects (Wonet al.,, 2005)

1.2.4.1 Resistance (R)

For a uniform interconnect of widtiv and thickness (figure 1.7), its DC resistance is
calculated as
R=— (1.3)



wherep is the resistivity of the interconnect material (RQ-cm for copper and 3.38Q-
cm for aluminum). In addition to this, vias, which connectltiple layers vertically,

contribute to path resistance as well.
Resistance with Skin Effect

At high frequencies, the current density inside a conduistorot uniform, but drops
away exponentially with depth into the conductor. A cutfodiquency where this phe-
nomenon begins can be identified and an empirical appro)amédr this value is given

by (Dally and Poulton, 1998)
__P_
T

whereprefers to the dielectric permeability, adglto the skin depth as given in equation

(1.4)

C

(1.5). The last equation is an approximation given in (Zh@e§1).
Oc = 1.5tw(h+w) (1.5)

Below f, the current is assumed to be spread uniformly across tire erdss-sectional
area of the conductor, resulting in the DC resistance gimeaguation (1.3), while
above it, the resistance increases with the square of thedrey. Hence the frequency

dependent resistan&gr can be conveniently expressed as given in equation (1.6).

N
Rur — R(f—c) (1.6)

1.2.4.2 Inductance (L)

Inductive effects become significant in the nanometer reguarticularly for interme-

diate and global interconnects. The fundamental defindidnis

L= ﬁ\l—BdS (1.7)

wherel is the currentB the magnetic field induced fromands is the integration

loop. If sis same a$, L is termed as self-inductance,whereas fibllows a different
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conducting path, equation (1.7) defines mutual inductakbe This indicates that the
inductance calculations follow a loop property and thusdéermination of inductive
behavior should consider the entire current loop. Howewemodern interconnect
structures, there are no DC paths to form well defined loogsa Pesult, return current
usually spreads over a long range, which complicates thigsisa Consequently, the
extraction analysis should include all neighboring lifest are possibly involved in the

current loops (Wongt al., 2005).

Because of the uncertainty of the return current path, itffeedlt to calculate loop
inductance in realistic designs. This difficulty is overaotvy the concept of partial
inductance, in which the induced current is assumed tomedtiinfinity and avoids
the need to define the return loop. Closed-form solutions koutze the self induc-
tance and mutual inductance for rectangular cross-sedtinterconnects are derived
and simplified to the following relationships whén >w, t andd ((Qi et al, 2000),
(Wonget al., 2005)) .

L= %1 {I In <W2—+'t) +|§+O.2235(w+t)} (1.8)
M 2
M= [l In (E) 14 d] (1.9)

wherew, t and| are the width, thickness and length of the segment resgéctmdd

is the center-to-center distance between the intercosnect

1.2.4.3 Capacitance (C)

Capacitance is a measure of coupling between the interctatieough electric fields.
If the layers above and below a line are routed densely, theybe approximated as a
ground plane, leading to two-dimensional models as showigume 1.7. Depending
on whether or not the coupling interconnect is grounded,dtassified mainly into two
types, namely, metal-to-ground capacitarnCg @nd metal-to-metal capacitandeQ).
Capacitive coupling is a short-range effect and when thezenarltiple lines on the

same layer, capacitive coupling decays rapidly with thegase in neighboring orders.
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To achieve simplicity in modeling while maintaining suféat analysis accuracy,
only the nearesEC values are considered in extraction and performance aslysile
the higher-ordeCC values are neglected as a first approximation. A comprevensi
study of coupling capacitance between different layerstdrconnects under varied
width and scaling is presented in (He, 1999) and a parame#pendence of inter-
connect capacitance is presented in (Goel, 2007). If theréagbove and below a line
are routed densely, they are approximated as ground pladdsad to two-dimensional
models. Under these conditioiig, andCC becomes scalable function of cross-sectional
dimensions. Analytical models f@y andCC of the intermediate/global interconnects
are given as ((Wongt al.,, 2000), (Wongget al., 2005))

W s 3.193 S 0.7642 t 0.120.

—e|Yioo17( 5 1171 — > _

=g |n T <s+0.702h) N (s+1.51(h> <t+4.532h)
(1.10)

t h 0.0944 W 1.144
cC = e1144 (—h+ 2'0595) +o.7428(—w+ 1'5925)
0.1612 1.179
w h

+1'158(w+1.8745) (h+0.98015) ] (1.11)
C =Cy+2CC (1.12)

wheree is the dielectric constant and dimension variables are faigadkin figure 1.7.
These models are generated from physical consideratiashgh@ncoefficient values
are fitted from field solver results. After two-dimensionalues ofCy and CC per

unit length are obtained, the total capacitance is caledlby multiplying them by the

length of the line.

1.2.4.4 Conductance (G)

Since the signals propagate in GHz regime, the loss in tHedtiee layer needs to be
considered. The conductance is estimated by a parall@ glaicture and represented
as (Jun-De JINet al,, 2008)

G=¢etw— (1.13)



wherew is the angular frequency. From equation (1.13), it is exgrbthat the conduc-

tance increases in proportion to the increase in the opeatirequency.

1.2.5 Interconnect Effects in DSM Regime

In VLSI technology generations of 0.28nand below, intermediate/global interconnect
effects are becoming dominant factors in determining the pérformance (figure 1.4).
Some of the predominant interconnect effects in DSM regiredisted below (Nurmi
et al, 2004).

e As chip speed increases, inductance effect increases wiichause ringing
effects at signal rise or fall edge.

e The number of metal layers in current state-of-the-artrietdgies is nine and is
expected to increase to 13 in Bthtechnology node. The additional metal layers
will further increase the dynamic power dissipation by thieticonnects due to
the increased parasitics associated with the interconnect

e Thinner and higher aspect ratio of the interconnects isa®doth the capaci-
tive and inductive voltage coupling effects. This raises émount of coupled
crosstalk noise voltage to the neighboring interconnects.

e Increase in the length of intermediate/global intercotsmeesults in linear or
quadratic increase in the latency.

e In GHz frequency regime, interconnects behave as trangmitses. Because
of this, transmission line effects such as signal reflestanse at the impedance
discontinuity junctions.

e As the supply voltage is scaled, noise margins of the cideitreases and make
the circuit more sensitive to the injected noise.

Interconnects are one of the main sources of noise, suchugdio® noise, IR and
di
dt
The design of on-chip interconnects therefore has becomessential performance

L — drops across power/ground lines, jitter/skew in the claskritbution network etc.

metric in high speed ICs. In this work, the focus is in provglgolutions to deteriorat-

ing interconnect effects on data/clock signals in DSM regim
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1.3 Challenges and Motivation for Modeling, Analysis

and Optimization of Interconnects in GHz Regime

When the transistor and interconnect dimensions are in Am&t@rs, interconnect ef-
fects such as delay and crosstalk noise are less of a probleémesce circuit designers
could safely ignore these effects or at-most use approrirhemped RC models for
analyses. As the geometries of the scaled transistors serdamnects entered nanome-
ter dimensions, interconnects begin to affect the circeiifggmance and the designers
are compelled to consider their effects. Hence advance legig® on the accurate inter-
connect metrics (like delay, rise time, overshoot and wsit®st time, cutoff frequency
etc.) is important for the designer to chalk out plans to cedinese effects to a max-
imum extent. These parameters are estimated from the mativatnmodels and are

derived by replacing the interconnects with suitable esjent circuits.

Over the years, interconnects are represented by severgbkt circuit models
like lumped C, lumped RC, distributed RLC etc. In these modegsirtterconnect met-
rics are estimated from an approximation of transfer fumctoefficients. Different
models for estimating interconnect metrics are availabtesingle line interconnects
while very few are reported employing RLGC models for coupigdrconnects. Fur-
ther, these models can not be generalized and extended dtyzang multi-coupled

interconnect lines.

Interconnects with Manhattan geometry have general steyadsad , U(U or C),
Z() andT (T). Up-until now, to our best knowledge, models to estimateirtier-
connect metrics for these shapes are not available. Alslhde®ned models for the
estimation of crosstalk noise in the victim lines of the matiupled interconnects (mul-
tiple number of coupled interconnect lines) are not presgim previous literatures.
In this work, these problems have been addressed by modiiffiegent interconnect

shapes using state space approach.

To reduce the intermediate/global interconnect delaypuartechniques have been

developed starting from repeater insertion to low voltagealing. Exploiting intercon-
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nect capacitance was another approach employed to redeidelthy. Further, demand
for low power techniques brought in the concept of quasimast interconnects. The
idea is to make a resonating interconnect by inserting amcitod of appropriate value
along the interconnect so as to make the interconnect dapaeito resonate around the
fundamental frequency of the signal. As the circuit ("ic@mnect”) is under resonance,
the energy resonates between electric and magnetic fidlt than dissipating it as
heat. Main drawbacks of this scheme are that the large aeshead for the on-chip

passive inductors and large number of parasitics assdaiatk the structure.

Unlike local interconnects, intermediate and global iob@nects have a greater
reach across the IC and distribute signals to differentspafrthe circuits that are ge-
ometrically apart. These wires invariably use vias to @glithe signals to the local
interconnects and to the devices. At high frequencies,iipedance discontinuity at
the junction of on-chip intermediate/global interconnant via results in signal re-
flections and contributes to the loss of signal. Differechteques are reported in the
literature to reduce the signal reflections in multi-laykirgerconnect structures. In all
these papers, the reduction in signal reflection is achibyedodifying the via struc-
ture and it is mostly aimed at Printed Circuit Boards (PCBs).Haurtin these cases the
structure (geometry) of the vias once fabricated remairesifand modification of via

geometry is not feasible to suit newer frequencies of operat

In high speed digital ICs, usually clock signals are transeditising a tree structure
(e.g., H-tree, binary tree, fanout balanced tree etc.). 3iMDegime, clock signals also
suffer from signal degradation effects such as increaseplagation delay, skew, jitter
etc. These effects become more acute with the increaseguadney of operation and
limit the maximum speed and efficiency of the IC chips. ComiedRight/Left Handed
(CRLH) structures find their use as delay lines in signal preiogsapplications, mi-
crowave, radar and phased array systems. The CRLH structsra haique feature
of supporting an infinite wavelength at a finite non-zero @ieagcy. This property of

CRLH structure can be used to reduce clock skew in high speditaimns.

The challenges posed by interconnects with technologyngcate numerous and
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those listed above are only representative in nature. doberects are thus becoming
serious performance bottlenecks in the present day highesjiC design and there is a

pressing need to address these issues at all levels of designchy.

1.4 Major Research Contributions

Technology scaling improves the performance of the trémrsisvhile degrading the
intermediate/global interconnect performance (see figu4¢. In this thesis, circuit
level methods to improve the performance of the intermediiabal interconnects have
been suggested. To deal the problem at hand, in advanceghynees should be able
to estimate proper interconnect metric values from thed¢otenect equivalent models.
The first step in this direction is to use appropriate intenget equivalent models. With
the IC operation frequencies entering into GHz regime rautienects tend to behave as
transmission lines. To include the transmission line ¢ff@cthe model, interconnects

are modeled as a distributed RLGC network.

Major contributions of this thesis are summarized below.

e Using State Space approach, generalized state spaceesatréecderived for Sin-
gle, Coupled,L andT type interconnects by considering the mutual inductive
and coupling capacitive effects between the adjacent lmeslayers. The de-
rived models are general and modular in nature. Using theskeis, intercon-
nect metrics for any length and shape can be estimated.dfuttiese models can
be used to estimate coupled noise voltages in the victins iim& multi-coupled
interconnect environment.

e Itis shown that the use of active inductor in place of passidector in the Res-
onant Interconnect Network (RIN) helps to reduce delay, arehcrosstalk in
the interconnect network. Mathematical model for the RINtisecemploying
active inductor is derived using state space approach. dhdts are promising
and closely match with the SPICE simulations. Monte Carlo &trans show
that the change in the interconnect delay behavior for tbeges and mismatch
variations in the active inductor circuit as well as internect parameters are in-
significant. Further, the silicon area required to fabeaattive inductor is found
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to be orders of magnitude smaller than that required foripagsductor and that
the far end coupled noise also reduces by more than 50%.

e At GHz frequencies, impedance mismatch at on-chip viartoi@nect junction
pose problems for signal integrity. At these frequenciesclip vias being pre-
dominantly inductive and resistive in nature, reductioviafinduced signal re-
flection can be addressed by incorporating a capacitiveab#ae interconnect-
via junction. The capacitance value required for impedanegching can be
derived from the knowledge of interconnect and via pararaetBurther, if the
operating frequency need to be altered, capacitance teambe achieved easily
and without requiring any modifications to the interconrgazimetry.

e The reduction of clock skew is addressed by augmenting a CRLtdmaerial
structure in the clock network. The geometry of the metarradtstructure is
chosen such that it resonates with a Zeroth Order ResonaR)(Zequency
close to the desired clock frequency. At resonance, the/dieleoduced by the
interconnect is close to zero and the clock edge arriveseaddistination almost
with zero skew.

1.5 Thesis Organization

The contents of the thesis and its organization is as follows

e Chapter 2 presents a brief introduction to the previouslyl ukterent intercon-
nect models and interconnect metrics estimation modeakigiollowed by rep-
resenting the interconnects using distributed RLGC netwarkmodeling differ-
ent interconnect shapes using State Space approach.

e Chapter 3 presents crosstalk estimation model of the vidie of the two-
coupled interconnects using State Space approach andmxtda five-coupled
interconnect system. Also, reducing the order of the disted RLGC network
using Moment Matching technique is discussed in this cliapte

e Chapter 4 addresses the issue of reducing the interconnagtideesonant in-
terconnect network using on-chip active inductors. Timedm simulations and
analysis on the crosstalk noise voltage in the coupled esganterconnect lines
employing active inductors are also presented in this @napt

e Chapter 5 presents a brief description of interconnect behavGHz frequen-
cies, problems associated in this regime and the previotisaae used to over-
come the problems are discussed in the introduction. Indhépter, a simple
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method to minimize the impedance mismatch between interxrvia junction
is presented.

e Chapter 6 presents a brief description of CRLH metamateriakyhellowed by
a technique employing a CRLH structure in a long interconneettb reduce the
interconnect delay in high speed clock networks.

e Chapter 7 presents conclusions and scope for future work.
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CHAPTER 2

RLGC Based Interconnect Modeling using State Space
Approach

2.1 Introduction

Current trends of VLSI technology scaling and increase oflclivequencies is pre-
dicted to continue in foreseeable future. Shrinking featizes mean decreased tran-
sistor dimensions and interconnect geometries and thenalyng it possible to place
more components and pack more number of interconnect levelsccessive technol-
ogy generation ICs. Scaling also makes the interconnectaghiand taller, resulting
in reduced fringing capacitance and capacitance-to-gtediects. However, the wire
resistances and the coupling capacitances increase &arkte, diminishing the gains
of reduced area and spacing between the closely placedontegcts. Die size re-
mains relatively constant or increases marginally in sssiwe technology generations
as more and more functionalities are integrated into asiolgip. Since the lengths of
the intermediate and global interconnects depend on tharda they introduce longer
signal delays vis-a-vis gate delays. Thus, in today’s DS¢§imne, the role of on-chip
intermediate/global interconnects becomes increasidgiyinant in determining the

overall circuit performance.

Ability to put billions of transistors on a millimeter dieea has increased the com-
putational complexity of delay models used in a design flowcakding to ITRS pre-
dictions, by the end of year 2022, the number of metal levelal interconnect lengths,
intermediate/global interconnect delay in anincopper wire and capacitance per unit
length (intermediate as well as global interconnect) waakpectively increase to 15,
9000m/cn?, 10.4/4nsand 1.4pF /cm(ITRS, 2009). Hence an accurate interconnect



modeling is important in DSM chip designs to ensure bettelidyearly in the design cy-
cle. To this end, it is necessary to accurately estimateftbets of on-chip interconnect
parasitics on signal properties such as delay, rise/fak tiovershoot time, cut-off fre-
guency etc. during the design and integration of VLSI cirblocks. These parameters

are estimated from the interconnect equivalent models.

2.2 Interconnect Modeling

The ideal approximation of a wire assumes that it can beddeas an equipotential
region without any loss. A real wire however presents a laathé signal driver, re-
quires non-zero time for the signal to propagate acrossiétimes requiring multiple
reflections), and consumes power. At frequencies whereith@tadimensions become
comparable to signal wavelengths, the parasitics of teegohnect begin to show load-
ing effects on the signal driver circuits, introducing sagdelays, signal degradation
and power dissipation. Over the years, different types afletoare developed to an-
alyze interconnect non-idealities. Models differ depegdon the dimensions of the
interconnects and rise (and fall) time of the signals witholhlihey are gated. The rest
of the section gives a brief introduction to field solversg émen presents some of the

commonly used interconnect equivalent networks in modelin

2.2.1 Field Solvers

The accurate extraction of parasitics requires solving\widbs equations in 3 dimen-
sions, which is accomplished by tools known as field solMdesng a 3D field solver is
very expensive computationally, and impossible over ammeenhip, or even large sub-
circuits. A second class of tools that consider strips dssiath uniform cross-sections
and sacrifice accuracy for run time reduction, are known asi€D solvers. A third

class that falls in between these two are named (predigtadp field solvers. They
allow arbitrary metal patterns in one or more planes, ancreized only the metal in

each plane. Usually using even a 2D field solver is justifielg tor the most critical
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portions of the chip.

A field solver uses numerical techniques to solve for the gietdthe regions of
interest, from which the required frequency dependentrpaters such as capacitance
or inductance are extracted. These numerical techniques leen classified under

various names depending on their approach (Hubing, 199tuRawa, 2003).

2.2.1.1 Finite Element Method (FEM)

A Finite-Element Analysis (FEA) discretizes a continuowsnéin into a number of
small homogeneous elements so that the field variation nitie element can be ap-
proximated by simple models. These elements are conneatedch other through
nodal points. Most FEMs use variational techniques to olitee field solution at each
node. That is, some expression known to be stationery abeutue solution is mini-
mized or maximized at each node, that together with the banyncbnditions result in
a set of algebraic equations, the solutions to which resutie parameter of interest at

each node.

2.2.1.2 Moment Method

The method of moments (MoM) refers to an FEA that uses the dktf Weighted
Residuals (MWR) to solve a set of differential equations at eamite. The MWR
reaches a solution in a leap-frog manner by substitutingpgnoximate solution into
the equations and then summing the weighted residualiitelatintil the solution con-

verges. Hence it is an integral solution method.

2.2.1.3 Boundary Element Method (BEM)

BEM is essentially a subset of the method of moments. It is a emdymethod tech-
nique whose expansion and weighting functions are defingtbore boundary surface.

It is derived through the discretization of an integral ggrathat is mathematically
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equivalent to the partial differential equation that gesethe solution in a domain.

Most moment methods utilize a BEM technique in a general mepolver.

2.2.1.4 Finite Difference Time Domain (FDTD) Method

In the FDTD method, Maxwell’s (differential form) equat®are simply modified to

central-difference equations, discretized, and solvexciively. Maxwell's curl equa-

tions are:
o0E
OxH=J+e— 2.1
X e (2.1)
oH
OXE=—p— 2.2
X P (2.2)

From an examination of equation (2.1) and equation (2.2t loe seen that the time
derivative of the E-field is dependent on the curl of the Hdfielhis can be simplified
to state that the temporal change in the E-field (the timevdtve) is dependent on
the spatial change in the H-field (the curl). The result istthsic FDTD equation that
the new value of the E-field is dependent on the old value ofgtield (hence the
difference in time) and the difference in the old value ofkhé&eld on either side of the

point in consideration in space. The H-field is found in thesananner.

2.2.1.5 Finite Difference Frequency Domain (FDFD) Method

Similar to FDTD techniques, FDFD results from a finite diéflece approximation of
Maxwell’s curl equations. However now the time harmonicsuens of the equations
are employed:

OxH=(o+ juwe)E (2.3)

OXE=—jwuH (2.4)

Since there is no time stepping, uniformity of mesh spacggat required. Hence

optimal FDFD meshes resemble optimal finite-element meshes
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2.2.1.6 Transmission Line Matrix (TLM) Method

In the TLM method, analysis is performed in the time domaid #re entire region of
the analysis is gridded similar to FDTD. Instead of intevlag the E-field and H-field
grids however, a single grid is established and the noddsftid are interconnected
by virtual transmission lines. Excitations at the sourceesopropagate to adjacent

nodes through these transmission lines at each time step.

2.2.1.7 Partial-Element Equivalent Circuit (PEEC) Method

Methods involving PEEC models are very popular because dllew a quasi-static
analysis with equivalent elements of resistors, capac#nd inductors. From Maxwell’s
differential equations, a single integro-differentialuatjon that describes the E-field

can be constructed:

J(r,it) 0
o5 A+ OO(r ) (2.5)

E(r>t> =
Each term of equation (2.5) can be used to define an equiwatentt element for each
metal segment in the grid, with the first corresponding toréséstive term, the second
to the inductive term and the third to the capacitive termbs&guently KVL and KCL

are used to solve the resulting circuits using a circuit $&aon such as SPICE.

Several techniques other than the ones described abovebbemedeveloped, and
a good overview can be found in (Hubing, 1991). For the mo#t plae use of field
solvers is restricted to critical portions of the chip duethe complexity of the nu-
merical techniques and the consequent high run time. Adterapproaches to model
resistive, capacitive and inductive parasitics that amapler, though necessarily less
accurate are examined. These are important in their own, ghthey provide an in-
tuitive understanding of the variation in performance vgdgometry, and are perfectly

adequate for a large number of cases.
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2.2.2 Interconnect Equivalent Models
2.2.2.1 Lumped Capacitance Modeling

When wider geometries of metal lines are used, the paragitiege 2.1.a) of the in-
terconnect are found to be predominantly capacitive inneavhile modeling such an
interconnect at low frequencies, the parasitGg:J are either completely neglected or
replaced by an equivalent lumped capacitaiigp) as shown in figure 2.1.b. In this
figure the driver circuit is replaced with a voltage soungg)(in series with a resistance
(Rg) (Rabaeyet al., 2002).

ey
IIII » v Iécmmp

Figure 2.1: Lumped capacitance equivalent model

In these type of models, interconnects represent an egupatregion and will not
introduce any delay. The parameter that impacts the pedioce of the circuit is the
loading effect of the capacitor on the driving gate. The farster differential equation

to describe the operation of the RC network in figure 2.1.bvsmgin equation (2.6).

dVout  Vout —Vin
Ciump dt Ry

=0 (2.6)

The time constantt(j) of the network, which also represents the delay of the netwo

is calculated taking the driver resistance into account as,

Tg = Ry *Cump (2.7)
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2.2.2.2 Lumped and Distributed RC Modeling

With technology scaling, the interconnect resistancerset affect the signal charac-
teristics and the simple lumped capacitance model disdusa/e becomes inadequate
to represent such interconnect lines. A better model woeld tumped RC model,
where the total interconnect resistance and capacitantteeahterconnect are repre-
sented in terms dR andC respectively. Commonly used lumped models inclugél

andT networks as shown in figure 2.2 (Rabastyal., 2002).

R R
R R 2 2
o—/ M ———0 o—4—/MW——73—o o—/\W—7""" M+
—_— C pr— C pr— c —_— C
2 2
L-type 1T-type T-type

Figure 2.2: Lumped RC equivalent model

However, these models do not give accurate results in cddesglength inter-
connects (intermediate or global type) since the signgbgugation delay along the in-
terconnect is larger than the gate delay (Sakurai, 19933udh cases, distributed RC

networks of the type shown in figure 2.3 are used as interaim@ggiivalent circuits.

s ™o Ry Rz 1 R Ry N

Ay AT ¢ W MA + e G
ou

vin C1:: C2 e Cl-l —_ CI —_ Cn e

Figure 2.3: Distributed RC equivalent model

Distributed RC models for different types of long intercoctseare discussed in
(Sakurai, 1993). Deriving the expression for the outputetfvorks consisting of large

number of resistors and capacitors becomes very complexde3oribe the behavior
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of such a network requires a set of differential equationssitdy exhibiting multiple
time-constants. EImore delay is one of the simple alteraatiethods used to estimate
the delay in such networks based on the first moment (EIm&48)1 Elmore delay at

nodei in a circuit is given as

N
Tgi= > RiCk (2.8)
P

where Ry represents the resistance shared among the paths fromahaades to
nodesk andi (applicable for the branched networks) wi@llerepresents the capacitance
between nodd in the network and ground. Both of these parameters reprgsent
segment values of the interconnect. For a distributed RCar&tahown in figure 2.3,

Elmore delay expression at noblecan be written as

i N N
Tan=» R Y G =) RiG (2.9)
PR
and the delay at nodecan be expressed as
Tgi = R1C1—|—(R1—|—R2)C2—|— ----- +(R1+R2+-~+Ri)Ci (2.10)

Considering that an interconnect of lendths partitioned intoN identical segments,
each segment having a lendthiN, resistancel /N and capacitancelL/N, the RC
delay of the interconnect using the Elmore formula givenanation (2.10) can be
expressed as

N(N+1) N+1

—RC— = (2.11)

L 2
Tgn= (=) (rc+2rc+---+Nrc) =rcl?—_ -~
an <N) (re-+2rc+---+Nre) N2 N

where R(=rL) and C(=cL) represents the total resistance apdottance of the inter-
connect respectively. For very large values of N, equatohl() simplifies to

RC rcL?
TaN = 7 = T (212)

Equation (2.12) indicates that the interconnect delay a&lgatic function of its length
and that the delay of the distributed RC-line is one half of takyl that would have
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obtained by considering the lumped RC model.

As a design rule of thumtRC network delay should be considered in the following

conditions (Rabaegt al,, 2002).

1. Distributed RC network should be considered if the propagalelay of the wire
(tpro) is much greater than the gate delaygéte) (i.€. tprc >> tpgate- This
translates into equation (2.13) which determines thecatilength [it) of the
interconnect line in-which RC delay becomes dominant.

t
lerit > |/ ~om'e (2.13)

wherer andc represents the resistance and capacitance values pendegjriie
interconnect.

2. When rise (or fall) time of the source signal at the inter@ant input is larger
than the propagation delay of the interconnect, t;ge > RC, then the lumped
capacitive model is sufficient to represent such lines.

2.2.2.3 Distributed RLC Modeling

For 0.25umtechnology and below, with increasing clock speeds andedsang sig-
nal rise (or fall) times, on-chip inductive effects beginstwow its impact on the delay
behavior of the interconnects. Especially, inductive@fen intermediate/global inter-
connects are more severe because the reactive componeatsébeomparable to the
resistive components of the interconnects. Further, vighadoption of low resistive
Cu in place of Al, and the mutual inductance between the glgdaked interconnects
make the inductive effects more prominent (Banerjee and dtenyr2002). Hence,
traditional lumped or distributed RC models become inadegaad these models are

replaced by distributed RLC models as shown in figure 2.4.

Inductance affects the interconnect performance in twoswBgnerjee and Mehro-
tra, 2002). Firstly, it affects the rise/fall time (sleweaand signal delay through the
interconnect . Secondly, in GHz regime, on-chip long imtarects behave as lossy dis-
tributed RLC transmission lines with the characteristicéui@nce oo =/(r + sl)/sc

wherer, |, andc are per unit length resistance, inductance and capacitaiges re-
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Figure 2.4: Distributed RLC equivalent model

spectively ands is the complex frequencyj@). If the series output impedance of the
driver circuit and the input impedance of the interconns@dual taZy, then no reflec-
tions occur at that junction. However, in practical VLSlatiits, the inputimpedance of
the load is almost exclusively capacitive. Also, the tratmss size in the driver circuit
is optimized for minimum delay and its output impedance matybe equal to the char-
acteristic impedance of the interconnect. In such circantss, line inductance give
rise to reflections which result in the overshoots and uraens of the output voltage.
Voltage overshoot causes reliability concerns whereagnshdot causes glitches and
may result in false transitions at the output of the conrtegtge. Glitches increase the
dynamic power dissipation while false transitions causeglerrors and severe tim-
ing violations. Expression to determine the interconneagth for which the inductive

effects can not be ignored, is given by (Isnetilal., 1999)

tr 2\/T
< length< —4/ - 2.14
N gth< /¢ (2.14)

wherelengthrefers to the length of the interconnect segment. As a deslgrof thumb,
RLC models for the interconnects should be considered uhddotiowing conditions
(Rabaeyet al., 2002).

1. Rise/fall time {; /t¢) of the input signal is less than 2.5 times flight tintg;ight)
of the transmission line i.é: < 2.5xt¢jight.

2. Total resistance of the interconnect (R) is limitedRter 5Z,.
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2.2.2.4 Distributed RLGC Modeling

To capture high frequency effects such as undershoot, lnvetsringing etc., inter-
connects are modeled as distributed RLC networks and theaycin interconnect
performance estimation can be improved. Unfortunateseidistributed RC or RLC
models lack in accuracy as the loss through the dielectmepoment G) cannot be
ignored in very high frequency (GHz) domains of the presenEMlesigns (Jet al,
2009). With the increase in the speed of high performancel\¢éirBuits, inductance
and conductance effects of interconnects are becoming aratenore important. A
distributed RLGC equivalent interconnect model is shown guire 2.5 (Palitet al.,
2008).

Figure 2.5: Distributed RLGC equivalent model

2.2.2.5 Analysis of Different Interconnect Equivalent Modes

A comparison of the response for a step input signal basedffamesht interconnect
models (lumped C/lumped RC/distributed RC/lumped RLC/distrib&®eGC network)

is presented here. Table 2.1 shows the interconnect dioven&ir different technology
nodes ((ITRS, 2007) and (NIMG, 2008)). Interconnect paiasimutual inductance
and coupling capacitance are calculated for the interadrgeometries given in table
2.1 using equations (1.3) to (1.13) for an interconnect tlered 2.5 mm Table 2.2

shows the interconnect parasitics calculated using thepsatiens for different technol-

ogy nodes.

Interconnect geometries of 6Bntechnology node (table 2.1) are used to analyze

the responses of the different interconnect equivalentaisod he circuit for testing the
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Table 2.1: Interconnect geometries for different techgploodes

Technology| Parameters Value | Units
Dielectric Constani) | 3.5 -
Width (w) 900 | nm
180nm Sﬁacmg (s) 900 | nm
ickness (t) 2250 | nm
Dielectric Helght (h) | 650 | nm
Dielectric Constani) | 3.2 -
Width (w) 650 | nm
130nm Sﬁacm 650 | nm
Thickness (t 1625 | nm
Dielectric Height (h) | 450 | nm
Dielectric Constank) | 2.8 -
Width (w) 460 | nm
90nm Sﬁacing (s) 460 | nm
Thickness (t) 1150 | nm
Dielectric Height (h) | 300 | nm
Dielectric Constank) | 2.2 -
Width (w) 450 | nm
65nm Sﬁacmg (s) 450 | nm
ickness (t) 1125| nm
Dielectric Helght (h) | 200 | nm
Dielectric Constani) | 2.2 -
Width (w) 135 | nm
45nm Sﬁacmg (s) 135 | nm
ickness (t) 270 | nm
Dielectric Helght (h) | 200 | nm
Dielectric Constank) | 2.2 -
Width (w) 96 nm
32nm Sﬁacm 96 nm
Thickness t 202 | nm
Dielectric Helght (h) | 150 | nm

Table 2.2: Interconnect parasitics for different techgglaodes

Interconnect Technology Nodes

Parameter | 180nm | 130nm | 90nm | 65nm | 45nm | 32nm | Units
R 27.16 | 52.07 | 103.97| 108.64| 1508.9| 2830 Q
L 3.935 | 4.098 | 4.27 | 4282 | 496 | 5.113 | nH
M 3.465 | 3.628 3.8 3.811 | 441 | 4583 | nH
Cq 801.17 | 760.59| 701.48| 763.07| 253.66| 229.97| fF
CcC 964.24 | 876.62 | 760.94| 567.96| 561.44| 559.91| fF
Ciotal 2.72 2.51 2.22 1.89 | 1.376 | 1.34 pF
G 144.2 | 98.876| 64.5 | 68.67 | 6.84 | 4.414 | WO

Figure 2.7 shows the response of the different intercoretpavalent models. These
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of 50Q and a capacitive loa@, of 500 fF at the output node.

different interconnect equivalent models is shown in figu& In this set-up, intercon-

nect equivalent model is driven by a step signat10 ps) with a source resistand&;
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Figure 2.7: SPICE response of different interconnect models

responses are compared with the microstrip layout respohaesingle interconnect
line. From the graph, it can be seen that the RLGC distributedietresponse is closest
to the microstrip layout response. Thus, the distributed Rlo®del best approximates

the interconnect line and hence it is used for further amalysthe on-chip intermedi-

ate/global interconnect metal lines.

2.2.3 Discussion on Previously used Interconnect Delay Models

Over the years, the equivalent models used to represenhtiireonnects are chosen
based on the frequencies used for the circuit operatiotiallyj interconnects are mod-

eled as lumped RC and later as distributed RC networks. In beahor distributed
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RC networks, delay is estimated using Elmore delay modekstbas the first moments
(Elmore, 1948). In (Horowitz, 1983), accuracy of the delaydel is improved by es-
timating the first and second moments. In (Pillage and Ro890), it is shown that
the accuracy of the estimated delay improves further byroeténg the model from

the higher order moments. When the operating frequencieb 8&lz regime, induc-
tive effects become prominent and influence the intercasraaday behavior. But the
above mentioned models fail to capture the inductive edfecestimating the delay of

the interconnects (Banerjee and Mehrotra, 2002).

Second and higher order RLC models of the interconnect pedvaiignificant im-
provements over the accuracy of first-order RC delay modéiss i$ so because RLC
trees and higher order transfer functions have oscillavortput voltages and are thus
able to predict increased delays due to increased setithgs tof interconnect voltages.
An analytical delay model based on first and second momerndswibuted RLC net-
work is presented in (Kahng and Muddu, 1997). This modelidensd the effects of
inductance and hence the resulting delay estimation isfeigntly better than Elmore
delay model. This model is further improved by (Zhetal., 2008) by replacing each
interconnect segment with its equivalent ABCD matrix and yledaestimated from the
first two moments of the circuit. Around the same time, a nelaydmodel is proposed
by (Kim and Wong, 2007) to improve the accuracy using EffecDistance Correc-
tion Factor (EDCF) to consider the resistive shielding of dsitream capacitance. This
model is derived by considering the input rise time whileamginhg the efficiency and

simplicity of the EImore delay model.

A distributed RC interconnect model based on time domainomesp using Par-
tial Differential Equations (PDE) is presented in (Sakui&93). Similar results using
compact distributed RLC network models are presented inif@avd Meindl, 2000;
Venkatesaret al, 20032) and (Venkatesagt al., 2003). Analytical delay model for
RLC networks for a ramp input is presented in (Retral., 2007) and (Kim and Wong,
2007) while in (Chen and Friedman, 2005), a RLC interconneciehioased on Fourier
analysis is presented. This method helps in determiningrthieg characteristics of the

signal in the early stages of circuit level design. Closedfdelay expressions based
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on current mode signaling is derived in (Aswattaal., 2008) and it is shown that this
modeling approach is more efficient when compared with thege mode signaling
methods. In (Kanget al, 2005), expression for the transfer function of the disitieiol
RLGC model with arbitrary source impedance and unmatchetlisoderived with on-
chip global interconnect boundary conditions. In this pagee effects of including
conductance in the model is analyzed by comparing the regpaith other model
responses. In (Palét al, 2008), distributed RLGC transient model of coupled inter-
connects is used for crosstalk noise analysis. The effestaling on R, L, G and C
parameters is derived in (Jun-De JNal, 2008). In (Vande Ginstet al,, 2011), accu-

rate broadband macro-models are conceived by means ofhadaptjuency sampling.

In recent years, algorithms based on the time domain assalysubstrate integrated
interconnect structures have been developed. Finite-@fieémime-Domain (FETD)
is one such algorithm introduced for the solution of tim@eledent electromagnetic
field analysis of the interconnects (2t al, 2008). This algorithm has the advantage
of higher accuracy and lower dispersion errors as comparéhdet Finite-Difference
Time-Domain (FDTD) method. In FETD method, matrix equati@eds to be solved
at each time step in the simulation. This potentially reggiextensive computational
resources for the analysis of large problems, both in tefmeeonory and floating-point
operations. Present generation high-performance phcalteputers can provide these
computational resources, but these resources cannotipexploited using traditional
sequential algorithms for solving matrix equations whieim ®e highly inefficient on

parallel computers.

The Finite-Element Tearing and Interconnecting (FETIoalhpm presents an al-
ternative method to solve the matrix equation. It enforbedfield continuity explicitly
along the edge shared by more than two sub-domains and ittypéit the interfaces
between two subdomains through the use of Lagrange melt$p{Li and Jin, 2007).
This method is found to be extremely efficient for problemtwieometric repetitions.
Even though these methods are accurate, they are highlyleoapd computationally

intensive.
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2.2.3.1 Choice of RLGC Modeling using State Space Approach

Different electrical level models lead to different effetteing modeled and accuracy
being traded off for computational complexity. In hetenogeus media such as layered
dielectrics, the propagation mode is not restricted to tB&Tmode. However if the
separation of the conductors is small compared to the wagtis, which is generally in
a chip, approximate Transverse Electro Magnetic (TEM) agapion exists. Assuming
TEM propagation, all wires can be generalized to transimskines which have series
resistance and inductance, and parallel capacitance awdicance. All other models
are simplifications of the general transmission line. In nodghe modeling methods
discussed in section 2.2.3, conductance effect of thecoierects is neglected. When
the switching speed of the signals reach GHz frequenciesiogses in the dielectric
component cannot be neglected. In view of the above, a RLGEdbaserconnect

model using state space approach is presented in thissectio

In DSM regime, on-chip interconnects are closely placedl@ad Manhattan ge-
ometries. For an efficient design, the estimation of intenazt metrics is to be done
early in the design cycle and hence there is a need for a modpfaoach in deter-
mining the various interconnect metrics and coupling effdmsed on the length and
geometry of the interconnects. Up until now, most paper® ltanfined the coupling
effects only to the adjacent lines in a given metal layer,levhoupling across metal
layers is mostly ignored. Further, the inductive and capaccoupling effects between
the branched segments of an interconnect are completedyadnNeglecting these ef-
fects would lead to inaccurate models and in-turn resulh@ccurate estimation of the

interconnect metrics.

In this work, the different metrics for any arbitrary lengthd coupling of intercon-
nect represented by an RLGC model is determined using state gpproach. The
state space representation is modular in nature and offeasay flexibility in determin-
ing the metrics for a variety of interconnect geometriessti-the state space matrices
are derived for Single and Two-Coupled interconnects. | #texapproach is extended

to L andT shaped interconnect lines so as to include the couplingtsfigithin the
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branched segments of the same interconnect. Generalaedsgtace models are de-
rived for the single, coupled, andT type of interconnects. While deriving these gen-
eralized models, it is assumed that each distributed RLG®ankthas ‘n’ segments.
Using these models, interconnect network having arbitkéaphattan geometry can be

modeled.

2.3 State Space Approach to RLGC Network Modeling

At high frequencies of operation with sub-nanosecond feeg, the length and cross
section of an interconnect can become a significant fractitime operating wavelength
and field components in the direction of propagation can ngdo be neglected (Achar,
2011). In such a scenario, interconnects can be treatedresission lines (Microstrip
layers). A uniform single interconnect system of lengikhshown in figure 2.8. An in-
finitesimally small section/x) at any positiorx along the interconnect can be modeled

as a lumped RLGC circuit as shown in figure 2.9.

i(O,t)V(O,t) I I |i(X,t)V(X,t) |i(|,t)V(|,t)
—
X:oi XE EX+AX_I_ Ex:|

Figure 2.8: A simple interconnect line system

i()ﬂ; rAX |AX H(x+ax 1)
V()It) i CAX—==< gAXE V(XT+AX, t)

|
|
|
|
|
- »l
-¢ >

AX

Figure 2.9: Equivalent circuit of an infinitesimal section
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The energy stored in the magnetic field for an infinitesimatiea Ax of the wire
is represented by a series inductankZ&). The shunt capacitance/{x) represents
the energy stored in the electric field between the signatlector and the underlying
return path. The signal loss effect in the transmissionismeodeled by including series
resistancer(dx) and shunt conductancg/x). Applying Kirchhoffs laws to the circuit

shown in figure 2.9, we get (Paul, 2008),

V(X+AX,t) — v(X,t) di(t)

~ = i) 152 (2.15)
I(X+Axt) —i(x,t) ov(t)
At = —gVv(t) — CT (2.16)

Letting Ax — 0, the above equations become

ov(t) : 0i(t)
gi(t) i ov(t)
F = - gV(t) + CT] (2.18)
Applying Laplace transformation to equations (2.17) and&2and results in
sV(s) = —[r+sll(s) (2.19)
sl(s) = —[g+sgV(s). (2.20)

2.3.1 General State Space Model of a System

State space description provides the dynamics of the syassearset of coupled differ-
ential equations in terms of internal variables (known agestariables) together with
a set of algebraic equations that combine the state vasiafiie physical output vari-
ables. The state variables give the internal descriptidgh@tystem which completely
characterizes the state of the system at any titheand Pileggi, 2003). Block diagram
of a system having input variables f: (t) to up(t)), n state variablesxg(t) to x,(t)),

andq output variablesy( (t) to yy(t)) as shown in figure 2.10. The state of the system
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Input vectors Output vectors

! '

u 1(t) — —>y1(t)
U, (1) — . | System Described by .—>y2(t)
. State Variables .
. K1), Xo(t) s +eveve X r4t)) .
Up(® > - : > yq(t)

Figure 2.10: System with inputs and outputs

is determined based on following conditions :

e |nitial values of the state variables at tirw0.

e Magnitude of the input signals should be zerottaf.

From these conditions, any output variabjgt()) can be computed using the state
variables. A linear time invariant network containing s#srs, inductors, capacitors

with p inputs,q outputs anah state variables can be written in the following form:

X(t) = Ax(t)+Buf(t)
y(t) = Cx(t)+Du(t) (2.22)

where dimA (-)]=nxn, dim[B (-)]=nx p, dim[C (-)]=q x n, dim[D (-)]=qx p, dim[x (-)]=nx

1, dimly (-)]=q x 1 andx(t) := d)é(tt)'

In equation (2.21)x(+) is the state vectoy(+) is the output vectow (-) is the input
(or control) vectorA (-)is the state matrixB (-) is the input matrixC () is the output

matrix andD (-) is the feedthrough (or feedforward) matrix.

2.3.1.1 Procedure to find the State Space Matrices of an Inteotinect Line

Following steps outline the procedure to determine the Sphice matrices for an inter-

connect line.

1. Interconnect lines are represented by distributed RLG®@ark. In the proposed
model, state space matrices are represented in terms cégreest values of re-
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sistance, inductance, capacitance, conductance, matiadtance and coupling
capacitance.

2. State variables of the system are described by inductoertis and capacitor
voltages. If the RLGC network is modeled as hawrgegmentsr{inductors and
n capacitors), then there will i&n state variables in the system.

3. Nodal and loop equations containing capacitor voltagesrsductor currents are
obtained and expressed as matrices.

4. Elements of matrix E represents the capacitive and ingucbupling.
5. Elements of matrix A represents resistance and condcetan

6. Matrices B, C and D represents input, output and feedttrpagameters.

In case of RLGC network nodes that are inductively and caipabyjitcoupled, de-
riving the state space matrices given in equation (2.2191ines a bit cumbersome. In

such cases, Descriptor state equations can be used as glean b

EX(t) = Agx(t)+Bgu(t)

y(t) = Cx(t)+Duf(t) (2.22)

whereA=E—1A4 andB=E 1By

Further, since there is no direct coupling between input euiput, feedforward
matrix will be equal to zero i.eD = 0. Depending upop andq values, the system is

SISO (Single Input Single Output) or MIMO (Multiple Input Miple Output).

2.3.1.2 Segmenting Interconnect Line for Accurate Modeling

Minimum number of RLGC segments required to model the intamect line of length
| is given as (Halkt al.,, 2000)

10-1
Nmin >
min = =

(2.23)

wherev is the propagation speed of the signal in the interconnettt,aa the rise time
of the signal.Nmin for 2.5 mminterconnect line at 66mtechnology node is found to
be 15 for a, of 10 ps(as per equation (2.23)).
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Figure 2.11: Effect of the number of segments used on st@onsg for the distributed
RLGC modeling

SPICE simulation (using Cadence) of 2dninterconnect line at 6Bmtechnology
considering different number of segments is performed aede¢sults are plotted in
figure 2.11. From the figure, it can be seen that, simulatiegiriterconnect line by
segmenting it by fewer number than the one obtained fromtequé2.23) results in
inaccurate response. Hence, in all the simulations thiivipthe number of sections

considered for a given length of interconnect line is coragutsing equation (2.23).

2.4 Proposed models

In this section, generalized distributed RLGC networks fogle, coupledL andT-
type of interconnects are discussed. Figure 2.12 showsDheaedv of the single, cou-
pled,L andT type of interconnects considered for modeling. Generdlstate space
matrices are derived using procedure given in section A &leach case. In the state
space representation, matéxrepresents the distributed capacitive and inductive ele-
ments while matriA represents the distributed resistive and conductive elesn&he

size of the matriceE andA depend on the total number of state variables present in the
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RLGC interconnect network.

@ (b) (©) (d)

N

Figure 2.12: Structures of different interconnect type®: Kingle (b) Coupled (cl.-
section and (dJ -section

2.4.1 Generalized State Space Model of a Single Interconnect Line

Rg Ry L R, L R
s 1 b ovyRe Loy, n oV Vo

Figure 2.13: Generalized RLGC model of the single intercohliee

Figure 2.12(a) shows the 3D view of an isolated single imienect line and figure
2.13 shows its equivalent distributed RLGC network. Stat@ab#es associated with
the capacitors\i, Vo, ---, V) and inductorslg, Io, ---, In) in the network are shown
in figure 2.13. Resistance, inductance, conductance anditapze ofi" segment in
this model are represented By, L;, G; andC; respectively where i=1, 2,----, n. The

generalized state matricBsandA for an segment case is given by

E— (2.24)
i 0 E22_
A1 A

A— (2.25)
|A21 A
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In equations (2.24) and (2.25), every element is a matrixsglgize depends on the
number of capacitive (or inductive) state variables presethe RLGC network. The

matrix structure of the elements in equations (2.24) arigbjzare given below.

[ Ly O 0 |
0 Lo 0
Ei1=
0
0O O Ln
[ C,L 0 - 0 ]
0 & 0
Exo =
0
0O O Cn
i —-R O 0 ]
0 R 0
A=
0 0 —Ry
(1 0 0 |
1 -1 0 0
A2 = 0 0
0
|0 0 - 1 -1
(1 -1 0 0 ]
0 1 -1 0
Ao = 0 0 0
-1
(00 - 0 1

a7



-G; O
0o -G
Ao =
0 0

—Gq

State space model and SPICE response of a single intercdmeeof length 2.5mm

Amplitude (V)

Input Step Signal

i
!
1-5’; - - - Spice Response
: —— SS Model Response
i 0.68
1f S
: v 0.66
i E
| Tgl 0.64
0.5¢ <
0.6
0.08 0.081 0.082
Time (ns)
0 i i i
0 0.2 0.4 0.6 0.8
Time (ns)

Figure 2.14: Comparison of the state space model and SPICBn®sp of the single
interconnect line

(figure 2.13) for a step input signal is shown in figure 2.14.e Thodel response is

exactly matching with the SPICE response. The inset plot mwréd@.14 shows the

closeness of the model and SPICE response.

2.4.2 Generalized State Space Model of Coupled Interconnect Lines

Figure 2.12(b) shows the 3D view of two closely placed indarect lines and figure

2.15 shows its equivalent RLGC network. State variablesciestsnl with the capacitors
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Figure 2.15: Generalized RLGC model of the coupled intereohlines

(V11 to Vin and Va1 to Vo) and inductorslgs to 11, andl»s to Ioy) in Line 1 and Line
2 are shown in figure 2.15. Resistance, inductance, condieci@md capacitance of
anit" segment in the model of Line 1 and Line 2 are representeiby\L1i, Gui, Cii,
Roi, Lai, Goi andCy; respectively. To model the coupling effects between clogkced
lines (Line 1 and Line 2 in this case), consider the mutualatance ;) and coupling
capacitance<JG) between the coupled lines as shown in figure 2.15. The gkzexia

state space matrices are given as

Eci1 Eci12 O 0
Eco1 Eco2 O 0
Ecoup = (2.26)
0 0 Ec3s Ecas

0 0 Ecas Ecas

Aci1 0 Aciz O

0 Ace 0 Aca
Acoup — (2 . 27)
Aca1 0 Aczz O

0 Acaz 0 Acas]

In equations (2.26) and (2.27), every element is a matrixsghgize depends on the
number of capacitive (or inductive) state variables pregemne RLGC line of the

coupled interconnect network. The generalized matrixcstines of the elements in
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Eci1=

Eci2=Eco1=

Ecoo =

Ecaz=

Eczs=Ecaz=

Ecasa =

equations (2.26) and (2.27) are given below.

L1z O
0 0
M; O
0 My
0 0
0 L2
0 0

C11+CC 0

0 C12+CG
0 0
—-CC 0
0 —CC
0 0

C1+CC 0
0 Co+CC
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Aci1=

Aciz=Acoa=

Acoo =

Acz1=Aca2=

Acszz=

Acas =

—Ri11 0
0 —Rp
0 0
-1 O
1 -1
0
—Ro1 0
0 —Rx
0 0
1 -1 O
0O 1 -1
0O O
0 0
-G11 0
0 -G
0 0
-Gy 0
0 -G
0 0
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Figure 2.16: Comparison of the state space model and SPIC&rsspof the coupled
interconnects a¥p,1 of Line 1
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Figure 2.17: Comparison of state space model and SPICE respafighe coupled
interconnects a¥p,2 Of Line 2

To validate our model, a step signal of voltage 1.8 V is apldieone end of Line 1
and the output (SPICE response) at the other end of Line 1 aredis measured. Fig-

ures 2.16 and 2.17 shows the SPICE response along with teesptate model response
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for Line 1 and Line 2 respectively. In both the cases, moddl@RICE responses are

closely matching (see inset figure).

2.4.3 Generalized State Space Model of an L-section

A L-section of the interconnect structure and its equivalemiegalized RLGC model
are shown in figures 2.12(c) and 2.18 respectively. The teftrght wing of the inter-
connect line are named asandp respectively. Each wing of the model is considered
to haven segments. Resistance, inductance, conductance and eaasitof the left
and the right wing are represented by subscniptand p respectively while the cou-
pling capacitance and mutual inductance betwi€esegment in the left wing ang”
segment in the right wing are represented by the subs&@ipisandM;; respectively.
State variables associated with the capacit@ss {0 Vimn andVp; to Vp) and inductors

(Imz to Imn andlpz to Ipp) in the left and right wings are shown in figure 2.18.

The generalized state matridesandA are derived and expressed as

Et1n Euiz O 0

Elor B2 O 0
ELsect — (2-28)

0 0 B33 Epzs
0 0 BEuas Epas]

Aiir 0 Aus O

0 A2 0 A
ALsect = (2-29)

Azr 0 Aasz O

0 Au 0 A

For the convenience of deriving the state space matricesl egimber of RLGC
segments are considered in the left and right wing otti@erconnect structure (figure

2.18). In equations (2.28) and (2.29), every element is aixnahose size depends on
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Figure 2.18: Generalized RLGC model of the L-section line

the number of capacitive (or inductive) state variables@nein the left (or right) wing
of the RLGC interconnect network. The generalized matrincttires of the elements

in equations (2.28) and (2.29) are given below.

0 0 Lmn
0 Lm(nfl) 0
ELi1 =
L - 0 0
I\/lln I\/|2n Mnn
Min-1y Mon-1y -+ Mpnop
ELio =EL21 =
M1 M2 Mn1
Lpp O 0
ELoo =
0 0 Lon




Elzz =

Elza =Ela3 =

ELaa =

ALl =

ALz =

Al =

0 0 Cmn+CGCin
0 + Crn-1) +CGn-1) 0
Cmi +CGa 0 0
—Ccln —CCZn —CCnn
—CCn-1y —CCn-y) —CGyn-1)
—CCy1 —CCx1 —CCn
Cp1 +CCy 0 0
0 sz + CCyxy 0
0 0 Con+CCk
0 0 —Rmn
0 —Rmn-yy O
—Rm 0 0
0 0 1
0 -1 1
1 -1 0
0 Ry 0
0 - 0 —Rpm
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-1 O 0
1 -1 - 0
Alog =
0 0 -1
0 0O 1 1
0 -1 1 O
Az =
-1 0 0 -1
“Gm O 0
0 —Gm 0
Aizz =
0
0 0 —Gmn
Gy O 0
0 -G 0
ALag =
0
0 0 - —Gpn

Applying a signal of voltage 1.8 at one end of thé shaped structure, the response
at the other end is measured. The SPICE and state space respoashen plotted in

figure 2.19 and are found to be closely matching.

2.4.3.1 Mutual Inductance and Coupling Capacitance Valuesdtween the Nodes

of L Structure

In the generalized RLGC model of tlhestructure shown in figure 2.18, mutual induc-
tance M) and coupling capacitanc€C) from every node in the left wing to all the

nodes of the right wing are taken into consideration whileviteg the state space ma-
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Figure 2.19: Comparison of state space model and SPICE respohthel section

trices. TheM andCC values vary with distance between the nodes and are catdulat
using equations (1.9) and (1.11). To find the relative paegchange in M and CC
values from one of the nodes in the left wing to all the nodekeright wing, diagonal
distance between the the nodes are calculated. Table 2.3 shparticular case of the
relative percentage change in the valueMadndCC for the distance between the first
node of the left wing to all the nodes of the right wingl(toml, pl tom2 and so on in
figure 2.18).

Table 2.3 shows thal andCC values decrease with the distance between the nodes.

It can be seen that the mutual inductance irLarend is negligible when compared to
the mutual inductance arising from the neighboring lines #e ground plane as seen
from table 2.2. However, the coupling capacitance inLamend has a small effect
when the distance between the nodes ofitheend is less than 2¢8n as the coupling
capacitance is inversely proportional to the distance eetvthe nodes. Thus, for inter-
connect lengths exceeding a few micrometers as in the casgeahediate and global
interconnects whose length far exceeds hundreds of micers¢he effect of self cou-
pling in anL-bend can be ignored when compared to the coupling from thengrand

neighboring lines.
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Table 2.3: Comparision of relative percentage change indhesg ofM andCC

Length between Diagonal Distance M (pH) | % changel CC (fF) | % change

Segmentsrim (mm inM in CC
0.30 0.2121 44.81 - 0.667 -
0.45 0.3345 65.97 47.2 0.402 39.73
0.60 0.474 86.26 30.75 0.273 32.08
0.75 0.618 106.61 | 23.59 0.204 25.27
0.90 0.7635 127.07 | 19.19 0.162 20.58
1.05 0.912 147.5 16.07 0.132 18.51
1.20 1.0605 168.11 | 13.97 0.112 15.15
1.35 1.2095 188.73 | 12.26 0.097 13.39

2.4.4 Generalized State Space Model of a T section

Figure 2.12(d) shows 3D view of tlleinterconnect structure and the generalized equiv-
alent RLGC network is given in figure 2.20. The horizontal, epgnd lower wings of
the interconnect are namedaas andd respectively. Resistance, inductance, conduc-
tance and capacitances of the horizontal, upper and lowegsaare represented by the
corresponding subscripts. The coupling capacitance andahinductance betweal
segment of the horizontal wing to th& andk" segment in the upper and lower wings
are represented Gy j, CGgk, Miyj andMiqk respectively. State variables associated
with the capacitorsvx to Vin, Vu1 to Vun andVys to V) and inductorslg to Iy, lyr to

lun @ndlgy1 to lgp) in the left and right wing are shown in figure 2.20. Generliztate

matrices are derived and expressed as follows.

Eti1 Et12 ETiz O 0 0

0 Eme O 0 0 0

O O Ess O 0 O
ETsect = (2-30)
0 0 0 Emss Etss Erss
0 0 O Emss Erss5 O
0 0 O Eresa O  Eres]
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Figure 2.20: Generalized RLGC model of thesection

ATsect =

Atin O 0 At
0 Am2 0 Ay
0 0 Arzz At

Ats1 Ata2 Ats3 Atss
0 Atso 0 0

0 0O Amps O

Arss

0

0

Ares |

(2.31)

For the convenience to derive state space matrices, equdiarof RLGC segments

have been considered in the horizontal, upper and lowersaong interconnect struc-

ture (figure 2.20). In equations (2.30) and (2.31), everynelat is a matrix whose size

depends on the number of capacitive (or inductive) stateiis present in the hori-

zontal (or upper or lower) wing of the RLGC interconnect netwoTlhe generalized
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matrix structures of the elements in equations (2.30) argljzre given below.

Lhi/u1/d1 0 T 0
0 Lhojuz/dz *+- 0
Eti1 =Et22=ET33 =
0
0 0 - Lhnunydn |
Mz M1z --- M
Mour Moy -+ Moy
Etio=
IV'nul Mnu2 T Mnun
Ly O - 0
0 Lp --- O
Etoo =
0
0 0 - Ly
Miga Mig2 -+ Madn
Mad1 Mogz -+ Madn
Etiz=
Mndl Mnd2 Mndn
AO -.- 0
OB -.- 0
Eta4 =
0
00 H

The diagonal elements A to H d&rt44 in general are defined &%, + CGu1+ ... +
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CGun+CGCq1+ ... +CGqn.

Ly O - O
0 Lg2 0
Etsz =
0
0 0 - Lgn
—CCu —CCye -+ —CCun
—CGu —CGyp -+ —CCun
Et4s = E754 =
—CGu —CCGur -+ —CGCun
—CCg1 —CCygp -+ —CCygn
—CCGa1 —CCq2 -+ —CCyyn
Et46 = ET164 =
—CCGar —CGia2 -+ —CGCuan
| 0 - 0
0o J 0
Etss =
0
00 P
R O . 0
0 S . 0
Etes =
0
OO0 Y

In general, diagonal elements | to PHss and R to Y inEtgg are defined a€y; +
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CCuj+ . .. + CCyi andCyqj + CCyqj + . . . + CGgj respectively.

—Rh1/u1/d1 0 e 0
0 —Rnojuzja2 - 0
AT11=AT22 =AT33 =
0
i 0 0 _Rhn/un/dn ]
1.0 .- 0 O
1 -1 - 0 O
AT14 = AT125 = AT36 =
0O O 1 -1
10 --- 0
At24=AT34 = 10
00 -.--0
1 0 0O O
-1 1 0 O
Ata1 = Ats2 = AT63 =
0O O - -1 1
-1 0 -0
Ataz=Ataa = 0
0 0 -0
—Gh1/u1/d1 0 s 0
0 —Ghzjuz/d2 - 0
Ata4 = ATss = ATe6 =
0
I 0 0 = ~Ghnunyan |

To validate the model, a step signal of voltage\1.&t the free end of the horizontal
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Figure 2.21: Comparison of state space model and SPICE respohthe T-section

wing of theT interconnect structure is applied and the responses atlibe @nd of the
upper or lower wing are measured. The SPICE and state spgmmees are plotted in

figure 2.21 and found to be closely matching.

2.4.4.1 M andCC Values between the Nodes of th& Structure

In the generalized RLGC model of tAestructure in figure 2.20, mutual inductances
(M) and coupling capacitanceSQ) are taken into account from each node of the hori-
zontal wing to all the nodes of the upper and lower wings. Cdimguhe values oM
andCC is similar to thelL interconnect structure given in section 2.4.3.1. In thiseca
also, it is found that the effects & andCC are marginal beyond the first nodes on

either side of the T-section.
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2.5 Modeling the Interconnect with arbitrary Manhat-

tan Shape

Intermediate and Global interconnects have longer lengpioslarge wire pitch when
compared to local interconnects. Consequently, delay angliog effects associated
with these interconnects are significantly larger than dgfdbcal interconnects. In an
IC, intermediate and global interconnects usually useddatimg the power signals,
ground lines, clock networks and signal distribution beswehe functional blocks.
These interconnect lines may have Manhattan geometry steaph asl, —, 7 or

T.

Using the models proposed in section 2.4, interconnects arfidttan shape can
be modeled by segmenting and classifying each segment nembthe above four
categories. For example, a tuning fork shaped intercorsgtbe segmented into two
L-sections at the bending portion, ofesection in the branching portion and the rest
as one set of parallel interconnect lines or two distingjleifines depending upon their

relative separation.

To illustrate this, consider the network shown in figure 2. PRis structure is mod-
eled as a combination of singl€;section L -sections and coupled lines in cascade form
with a line length of 2./ mmbetween ‘S’ and ‘F’ and a line length of 3mimbetween ‘S’
and ‘G’. Lengths of the different sections of the tuning fetlaped interconnect struc-
ture considered is given below. A source is connected atrttiéS of the interconnect
structure and the response is observed at ‘F’ and ‘G’ ends. oikerall model of this
generic interconnect is obtained by a combination of singdepled,L andT-section

models.

1. To the left of AA (horizontal section) and betwe®&®B' to EE’ (vertical section),
single line models are used.

2. T model is used for the region enclosed by the rectaB§€'C.
3. L section models are used for the segm&@sto C'D andEE' to E'D’.

4. Coupled line model is used to the right®D’.
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Figure 2.22: Top view of a generic interconnect line

2.5.0.2 Cascading Different Interconnect Models

Upper part in figure 2.22 is represented as the cascadedrsecfi different models as
shown in figure 2.23. Final output is taken@E of the coupled interconnect which
corresponds to the output at poiatin figure 2.22. The state matrices for different
interconnect structures in section 2.4 are modified so lieset models can be connected

in cascade to determine the final output.

The modification in the modeling is explained by considethmghorizontal section
of 1 mmlength interconnect (to the left &A) in figure 2.22. Single interconnect line is
represented by 6 RLGC segments as shown in figure 2.24. Eqyatk?) is expanded
and written as shown in equations (2.32) and (2.33). Dhwatrix is a null matrix as

there is no feed forward path from input to output.

A c ¢ D

S SS Model of : SS Model of : SS Model of : SS Model of :

V. Single : T-section ™ L-section : Coupled ﬁ
in | Interconnect ! ! ' |Interconnect | ouitl

A c D F

Figure 2.23: Modeling the upper part of the generic intenem line by cascading dif-
ferent interconnect sections
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where the input variablesj(andu) and output variabley] are defined as

X1= i1
X2 = |ip
X3=|lI3
X4 = i4
X5=|lIg

1T
\%1

X1
X2
X3
X4

X5

X6

© (2.32)

(2.33)



' T
o= [is vl

U= [vn]
Y= |ve|

In equation (2.32)Ej; andE;j; represents the capacitive and inductive coupling effects
associated with the nodeand between and j respectively. SimilarlyAg;i and A gjj
indicates the resistance and conductance connected toi modebetween and j re-
spectively. The dimensions of the sub matrices in equad2] are as as follows.
dim[Ej (.)]=2x2
dim[Agj (.)]=2x2
dim[Bg; (.)]=2x1 and

Ci(.)]=1x2.
The output is taken at nodg of figure 2.24. Hence,

dim

ci:[o} . i=1,2345
1x2

Co=0 1

By noting that the 6 segments in figure 2.24 are cascaded @reafither, the elements
of equations (2.32) and (2.33) are rearranged to correctlgpaite the output. The

modified equations are given by,

Ex 0 0 0 0 0/fx| [Ags Agz 0 0 0 o] [x] [Ba
0 Ep» 0 0 0 O |[%| |Adi Age Aps 0 0 0| |x 0
0 0 Es 0 0 0|k 0 Adz2z Adgss Agza 0 0 | |xs 0
0 0 0 Eu 0 0|k |0 O Au Awe Aus O | |x| |0 o]
0 0 0 0 Bs Of|xs 0 0 0 Adsa Adss Adse| |Xs 0
(0 0 0 0 0 dlk [0 0 0 0 Aes Adwsl X |O

(2.39)
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X1
X2
Mz[o 0000 G X3 (2.35)

X4

X5

X6

The submatrices in equations (2.34) and (2.35) are defiedlasb

‘ iV
Adii = | i -R -1
\V; 1 -G

i

Vi -1 0

In the above sub-matriceis,andv; denotes the current and voltage associated with
it" node. Similarlyjj andv;j indicates the current and voltage associated Witmode.
State space matrices are defined in a similar manner for Caupl@nd T-section

interconnects. The cascading connection of single liner@winnect and -section is
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defined as,

v

Agi= |k | 0 0
Vi -1 0

ik Vi

Agk=| 1 |0 1
\Y| 0 O

whereAgx sub-matrix represents the relationship between the statables of the
last nodek of the single line interconnect and the first nddaf the T-section model.
Similarly sub-matrices are defined for joining the upperL sections and. - Coupled
interconnect sections. In both the cases, the sub-matieedefined similar té\ g

andAgik .

To validate the model, a step signal of voltage\L.8 applied at the free end of the
horizontal wing (pointSin figure 2.22) of the single line interconnect structure el
response is measured at point The SPICE and state space responses are plotted in

figure 2.25 and found to be closely matching.

15

T T

----- Input Step Signal
- = = Spice Response
/ —— SS Model Response

Amplitude (V)
[EEN

0.5y

0 0.5 1 15 2
Time (ns)

Figure 2.25: Comparison of state space model and SPICE respahFk in 2.22
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2.5.1 Interconnect Metrics for Different Technology Nodes

State space matrices for different proposed interconnedeis (single, coupled, and
T) are implemented using Matlab functions. Interconnectricgetike 50% time delay
(ta), rise time ;) and cut-off frequencyf¢) for different technology nodes are calcu-
lated using the interconnect parasitics given in table Pable 2.4 shows the measured
interconnect metrics for the same using the proposed méatelse interconnect length
of 2.5mm Figure 2.26 to 2.30 shows the frequency response of theopeabmodels

for 65nm technology parameters.

Table 2.4: Interconnect metrics for the proposed modelgfatent technology nodes

Technology| Proposed Models tq (p9) | tr (p9 | fc (GHz)
Single 75 |49 35.48
180nm Couplt—;-d 103 | 146 17.78
L -section 101 | 174 14.45
T-section 110 | 149 15.275
Single 81 | 87 25.12
130nm Coupled 113 | 176 14.79
L -section 110 | 216 10.96
T-section 121 | 181 11.48
Single 92 | 140 14.79
90 nm Coupled 131 | 319 7.94
L -section 123 | 247 8.7498
T-section 133 | 276 7.834
Single 98 161 13.18
65nm Coupled 131 | 283 8.51
L -section 132 | 273 7.94
T-section 138 | 299 7.24
Single 446 | 876 1.814
45nm Coupled 730 | 1815 |1
L -section 463 | 1257 | 1.722
T-section 648 | 858 1.148
Single 787 | 792 1
32nm Coupled 1308 | 1683 | 0.552
L -section 801 | 1600 | 0.928
T-section 1150 | 1756 | 0.631

From table 2.4, it can be seen that time delay and rise tinoaiitr the interconnect
increases as the technology node decreases. The cutauifefiey of the coupled,
and T-section for the same technology node is nearly half of thglsiinterconnect

line. The effect of mutual inductance and coupling capackaincreases the signal
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Figure 2.26: Frequency response of the single intercorimect
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Figure 2.27: Frequency response of the Coupled intercoifaggtessor response)

propagation delay and decreases the cutoff frequency range

Generally, unlike in PCB’s, interconnects in an IC are drawpasllel lines in a
given layer and &-section or a -section is formed by connecting the lines of different
layers (3-D structure) using a via. Thud,-eor aT-section of wire comprises intercon-
nects of two layers, possibly with different metrics (widthickness, spacing etc), and
the via with its parasitics. Thus, in the delay estimatiordelpthe state space matrix

elements will have different values depending upon therlayel the via parameters.
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Figure 2.29: Frequency response of the L-segment

Therefore in such cases, while computing the signal delaygystate space approach,

matrix elements have to be chosen appropriately to obtaneciodelay values.

2.6 Conclusions

State space approach is used to model single, coupleddT type interconnect lines.
Model for the parallel coupled interconnects is derivedrmtuding the mutual induc-

tance and coupling capacitances between the coupled IBtase space model of the
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Figure 2.30: Frequency response of the T-segment

two-coupled interconnects can easily be extended to roalipled interconnects using
the modular matrix structure. Models for theandT type of interconnects are derived
by considering the coupling effects between the branchgoeets of the same line.
Each model response is compared with the SPICE simulationt aadound that the

model responses are closely matching with the SPICE response

Using the proposed models, interconnects with any Manhagénmetry shapes,
such asJ, =, 7 or T can be modeled. This is demonstrated by modeling a tunirkg for
shaped interconnect structure into tivesections at the bending portion, ohesection
in the branching portion and the rest as one set of paralletdannect lines or two

distinct single lines depending upon their relative sejiana

Interconnect metrics are calculated from the models for 80130 nm, 90 nm,
65 nm 45 nm and 32nm technology nodes. The models are valid for wide range
of operating frequencies. Simulation results indicate dbeninance of interconnect
delay with technology scaling. The numerical computatiomisfirm that the proposed
modeling method enables to evaluate accurately the trainsignal parameters like
rise/fall-times and propagation delay in very less computatime. For this reason,
this analytical modeling method is potentially interegtior the analysis of the signal

integrity in high-speed complex interconnection networks
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The computation complexity of the State-space closed foifritiee distributed RLGC
line interconnect i©O(n) (Wang and Wang, 2010). Whereas, simulation tools such as
SPICE no doubt gives accurate results albeit with a comumtaltcomplexity ofO(n?)
for 2D RC-extraction with n nodes. However, extracting com@P structures taking
into account the inductive effects would lead to very largaiealent circuits and the
complexity would significantly increase leading to increésimulation time. The ap-
proach presented in thesis would permit us to reduce the ofdkee equivalent circuit

and considerably reduce the simulation time even for lasgeorks.

Proposed models are modular in nature and can be extendewy tatarconnect
length. These models can be used to estimate the metricsnahiform interconnect
structures. Estimating interconnect metrics such as deilsg/ time, fall time, cutoff

frequency etc. for such models would be difficult using SPICE.
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CHAPTER 3

Crosstalk Estimation and Model Order Reduction

3.1 Crosstalk Estimation in Coupled Interconnects us-

ing State Space Approach

3.1.1 Introduction

In integrated circuit design, crosstalk normally refera gignal affecting another nearby
signal. Crosstalk is the coupling of energy to the neighlgplime(s) when electromag-
netic fields from nearby structures interact. The line whechffecting its neighbor is
termed as aggressor while the affected neighbor is termetttas line. Usually the
coupling is capacitive, and to the nearest neighbor, bugroitrms of coupling and
effects on signal farther away are also important. In a caagd multi-layered inter-
connect system, signal coupling strongly affects the diprrformance. Coupled noise
causes undesired effects such as glitches, overshooes;sinodts and even functional
failures. The magnitude of these effects depend on the lsiwgaccombinations of the

input signals and the proximity of the aggressor to the midine.

Several solutions are proposed to reduce the crosstallcgtleffects at different
stages of IC design . Net ordering, repeater insertion anglshiielding are some of the
widely used solutions employed at the physical level to cedtrosstalk noise voltages
((Zhang and Friedman, 2006), (Kauslekal. 2011)).

The aforementioned schemes do not necessarily guarante=aptable intercon-
nect performance at the chip level. Crosstalk noise in theledunterconnects cannot
be completely suppressed but accurate and proper estmudtiloe crosstalk noise volt-

age will help the designers while designing the layout of@chip. The designers can



concentrate on the locations where the probability of appg&oupled noise is maxi-
mum. Depending on the application of the ICs and complexitgllesome solutions can
be adopted to reduce the coupled noise voltages to its mmifauel while designing
the layout. This will help to improve the performance andatality of closely placed

interconnect layers in an IC chip to a great extent.

Sakurai derived the expression to estimate the couple@ moisage in the victim
line of the distributed RC network (Sakurai, 1993) and presgbiis step response as a
power series. Since the series is too complicated to analljtisolve, he approximated
the circuit to its first-order and extended the expressiaoritfe output voltage of two-
coupled lines. Based on this, closed form expression isektivestimate the crosstalk
noise in the victim line. In (Ect al, 2000), crosstalk estimation model for coupled
CMOS circuits is derived based on realistic assumptionshignwork, CMOS circuits
are modeled as resistance at the driving port and capaeit@nihe load port. Com-
pact expression for the estimation of crosstalk in distedlRLC lines with capacitive
load is presented in (Venkatesaial., 2003). In this paper, while modeling, it is con-
sidered that two signal interconnects are flanked by simglgdower/ground lines and
sandwiched between the ground planes. Itis shown in (Zhatgraedman, 2004) that

the accuracy of crosstalk estimation can be improved bygusitlecoupling technique.

In DSM regime, on-chip inductive effects are rising due tor@asing clock speeds,
decreasing interconnect lengths and signal rise timesitémmediate/global intercon-
nects, inductive effects are severe when compared to o#rasitic effects due to the
lower resistance of these lines and this fact is validateddnsidering an analytical

model for inductive crosstalk in (Ravindra and Srinivas, 200

Distributed RLC based analytical model for the estimatiorthef peak crosstalk
noise voltage under worst noise condition is proposed irifikaand Coulibaly, 2006).
In (Palitet al., 2005), ABCD modeling approach is used to model the crosstaiglong
noise on the victim interconnect due to single or multiplgragsors. Different expres-
sions to calculate the crosstalk noise voltages for in-plaasl out-of-phase switching

combination of the input signals in coupled interconnestagidistributed RLC model
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are derived in (Kaushikt al, 2011). In another approach, distributed decoupled victim
wire model is developed by considering into account all fmssources of coupling
noise (mutual capacitance and mutual inductance betweetnvthadjacent aggressor-
victim lines) (Palitet al, 2009). These parameters are decoupled and their effect is
considered only on the victim line as a function of aggressord victims switching
directions. The advantage of this model is that by using dieisoupled model, it is
possible to simulate and analyze the crosstalk glitch atad/adfects on the victim in-
terconnect for various combinations of input signals. Titexdture presented here on
crosstalk noise is in no way exhaustive and a listing of theer literature would be

beyond the scope of this thesis.

So far, crosstalk noise estimation is done based on lumped$@idted RC/distributed
RLC network model of the interconnects. In most of the pullisivorks for coupled
interconnects, crosstalk estimation models change wéhrthut switching combina-
tions. Also, expressions to determine coupled noise ve#tagn not be extend to more
than two-coupled interconnects. Hence, estimating thestatk noise in the victim
lines of the multi-coupled interconnects is difficult. Fhet, in all these models it is
observed that the estimated crosstalk noise voltage slifféh the SPICE response by

an average of 8% or more.

In this work, firstly, the crosstalk noise estimation is darggng the RLGC net-
work model which is more accurate than previously used lugal distributed RC
/ RLC models. Secondly, the noise estimation is extended fwoncoupled lines to
multi-coupled lines. This takes into account the noise aadbin the victim line by the
aggressors that are not in the immediate neighborhoodhé&ithe noise estimation is
done using state space approach. Generalized state spaiceswre derived in section
2.4.2 for the distributed RLGC network of the two coupled intgnects considering
n segments. Input matrix (B), output matrix (C) along with E andhAtrices are used
to estimate the crosstalk noise voltages in the victim loféke coupled interconnects.
The state space matrices so obtained are modular in natdreaarbe easily extended
to multi-coupled interconnect lines to estimate the codipieise in the victim lines.

This is illustrated by estimating the coupled noise voltaigdhe victim lines of the five
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coupled interconnects.

3.1.2 Crosstalk Noise Voltage Estimation in the Victim Line of Two-

Coupled Interconnects

Generalized state space matrices of E and A for the two-edujpiterconnect lines
are given in equations (2.26) and (2.27). These matriceaseé along with B and C
matrices to find the crosstalk noise in the victim lines of ¢bepled interconnects. In
order to estimate the coupled noise, consider a representaupled line with 4 RLGC
sections in each line as shown in figure 3.1. State spacecesitfi, A, B and C for the
network in figure 3.1 are in modular form. Dimensions of thess#rices are 1816
(for nx n, nis given by: 2 state variables per sectiemumber of sections per line
number of coupled lines), 2616, 16x2 (n x p wherep is the number of inputs, in this
casep = 2) and Z% 16 (g x h whereq is the number of output variables, in this case

g = 2) respectively.

Rs R11. L1 \{LlR12. Lo Vlles. L1z M3 R14. b4 Ma o

Figure 3.1: Two-coupled interconnects with 4 RLGC segmeath e

To find the coupled noise voltage in Line 2 (at n&dg. of the victim line), when an
input signal is applied to Line 1 (aggressor line), matriBeand C shown in equations
(3.1) and (3.2) are used. In equation (3.2), elementstabB" column and 9" to 16"
column in the first and second row represent the loop curaardghe node voltages in
Line 1 and Line 2 respectively of the network shown in figurgé. 3Loop currents or

node voltages are computed by making the corresponding astt in equation (3.2).
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For example, to compute the coupled noise voltage in Line®d&Vyyp, 16" column

entry in 29 row of equation (3.2) is made 1.

1 000O0O0O0O
Binput_2coup = 00 0O0DOOOD O
0
0

oo ©©

000 0O 00O
Cerosstalk est 2coup = 000 0 00O

0.3
025! - - - Spice Response |
' ——SS Model Response
0.2¢
S S 0.14
v 0.15 =
E £ 013
g 01} = j
< 0.12
0 OSJ 0.098 0.099 0.1
’ Time (ns)
0
-0.05 : ;
0 0.5 1 15
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Figure 3.2: Comparison of state space model and SPICE respoithe coupled noise
in the victim line of the two-coupled interconnects

To validate the crosstalk estimation model, a step signal®Y is applied to one
end of the Line 1. The crosstalk voltage is measured at Mggle of Line 2 (figure

3.1). The model and SPICE responses are plotted in figure &8.foand to be closely
matching.

3.1.3 Crosstalk Noise Voltage Estimation in the Victim Lines of

Five-Coupled Interconnects

Since the state space matrices (E, A, B and C) derived in Ch2aoethe two-coupled
interconnects are in modular form, crosstalk estimatiod@hoan easily be extended to
multi-coupled interconnect lines. This is illustrated lonsidering a set of five coupled

interconnect lines each line with 5 RLGC sections as showmgurdi 3.3.
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Figure 3.3: Five-coupled interconnects with 5 RLGC segmeath

For this structure, the state space matrices are given by

[Eci11 Ec12 O 0 0 0

Eo1 Ec22 Ec2z O 0 0
Ecs2 Eczz Ecaa O 0

O B3 Ecas Ecas O
0 Es4 Ess O

0 0 Ees Ewr O

0 B Ec77 Ecrs

0 0 Esg7 Ecss Ecsg

0

0

0
0
0
0
0

O O o oo

Escoup= (3.3)

OO0 ooooo
©COo0Ooocoooo

0 0 [Eos Ecog Ecaio
0 0 0 Eio9 Ecio10

o OO oo
o O O o

O OO0 O OO oo
o O O O O o
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[Aciz O 0
0 AC22 0
0 0 Acss
0 0 0
0 0 0
O Ac72 O
0 0  Acss
0 0 0

|0 0 O

—V1

0

BScoup: 0

0

0

0 -~ 0

0 -~ 0

C5coup: 0 - 0
O --- 0

0 0

0 A1 O 0 0 0
0 0 Aoy O 0 0
0 0 0 Az O 0
0 0 0 0 Aug 0
Ass 0 0 0 0  Asio
0 Aecs O 0 0 0
0 0O A7 O 0 0
0 0 0 Asgs O 0
0 0 0 0 Augg 0
Ac1os O 0 0 0 Auo10]
(3.4)
O 0 0 0. 0]"
0O O O o0--0
Vs 0 0 0 --- 0 (3.5)
O v, O 0 -.---0
0 0 V 0 - 0
0 0 0 0 |
Vout2 0 0 0
0 \Vout3 0 0 (3.6)
0 0 Vout4 0
0 0 0 Vout!-E

State space matrices E and A for the structure shown in fig@rar@ written from
the generalized equations (2.26) and (2.27). Dimensiofs #f B and C are 5850,
50x50, 50x5 and 5<50 respectively. Each element in equations (3.3) to (3.8) is

matrix with a dimension of &5.

Equation (3.5) corresponds to the input signals applieth&sl|1 to 5 Vin1 t0 Vins)

and equation (3.6) corresponds to the output signals settie ather end of the lines

1to 5 Voutr to Vous). Table 3.1 shows different input signal combinations, pated

and measured peak noise voltages in the victim lines of tieecibupled interconnect

system.

Consider Case 1 intable 3.1. A step signal of 1.8V is applied@astisignal to Line

81



Table 3.1: Coupled noise voltages in the victim lines forediint input switching com-
binations in the five-coupled interconnects

Case| V1 \o V3 Vs | Vs | Computed coupled | Coupled
M| N || )| (V) | peakvoltage (mV) | peak voltage (mV)
(using our model) (using SPICE simulation

1 | M|enk| 1+ |Gnd| 1T | W=506.4V4=506.4 | \»,=506.2V4=506.2
2 + | Gnd | |® | Gnd| 1 |V»=118,V,4=118 Vo=117.9V,=117.9
3 T 1 Gnd| | | Gnd| | |VW=62.95V,=-493.3 | V»,=63.23,V,=-492.9
4 0 T Gnd| 1 1T | V3=551.9 V3=553.4
5 0 0 Gnd| | T | V3=128.8 V3=128.5
6 0 T Gnd| | 1 | V3=0 V3=0
7 0 + Gnd| | 1T | V3=-398.1 V3=-398.1
8 0 T Gnd| Gnd| 1 |V3=327.8V4=320.3 | V3=327.8V4,=319.9
9 0 + Gnd| Gnd| 1 | V3=-182,V4=234.9 | V3=-181.7V4,=234.9
10 | 1 + Gnd| Gnd| | | V3=-233.3V;4=-304.9| V3=-233.4,V4,=-305

11+ Low (OV) to High (1.8V) transition

Gnd? : Input is connected to ground

131 High to Low transition

1, 3 and 5 (aggressor lines) and the coupled signal at nggesandVyy of Line 2

and 4 (victim lines) is computed using the model. The modgbutuis plotted along

with the SPICE simulation in figure 3.4. Figure 3.5 shows thepbed noise voltages

in the victim lines for Case 9 in table 3.1. From the plot showfigures 3.4 and 3.5, it

is found that model and SPICE responses are closely matching.

The state space matrices E, A, B and C for a general coupladretith k parallel

interconnect lines and having segments int" line (my > k) can easily be computed

by simple programming technique. This approach is theeefioodular in nature and

hence can be extended to any general network. Further,griyipe of crosstalk esti-

mation, the model remains same for all input combinatior&kenn other modeling

approaches.
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Figure 3.4: Comparison of state space model and SPICE respoithe coupled noise
voltage in victim line 2 and 4 of the five-coupled intercontsgdor case 1
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Figure 3.5: Comparison of state space model and SPICE respofise coupled noise
voltage in victim line 3 and 4 of the five-coupled intercontseor case 9
in table 3.1)

3.1.4 Conclusions

Using state space matrices, coupled noise voltages in¢kienine of the two-coupled

interconnects is estimated. It is found that model resp@amse SPICE response are
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closely matching. Since the elements of the derived stateesmatrices for the two-
coupled interconnects are modular in nature, crosstallkniasbn model can be easily
extended to multi-coupled interconnect lines. This isstifated by extending the model
to five-coupled interconnect lines. Analysis on the crdkstaise voltages in the vic-
tim lines of the five-coupled interconnects is carried outdiferent input switching

combinations.

3.2 Model Order Reduction

3.2.1 Introduction

Ongoing drive in the VLSI industry for higher operating fteancies has made intercon-
nects a dominant factor in the overall system performandeigh frequencies, inter-
connects behave as Multi-conductor Transmission LinesL@®J.TMathematically, sig-
nal propagation behavior through the MTLs are describedastigd differential equa-
tions. Usually, SPICE based circuit simulators are used &atyaa the characteristics of

the propagated signals through the interconnect lines.

To find the exact effects of interconnects on system perfoo@acombination of
extraction and analysis is used in todays IC chip desigr.a€tibn of the interconnect
lines determine the resistance (R), inductance (L), comaheet (G) and capacitance (C),
which can then be used to build a circuit model for the analgsinterconnect effects
(Ratzlaff and Pillage, 1994). This often leads to a large\edent circuit, whose sim-
ulation is computationally expensive and sometimes ndiliéaparticularly in case of
a large number of coupled lines. Model Order Reduction (MOR)detome a state of
the art technique for fast simulation of the interconnetivoek parameters represented
in the form of matrices with large dimensions reduced to sandimensions (Antoulas,
2005).

Distributed models of interconnect networks generallyenavge number of poles,

spread over a wide-frequency range. Except for a few dornipales, majority of
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the poles have very little effect on simulation results. 1©R technique, network
containing large number of poles is reduced to smaller ondech consists of only
the dominant poles. One of the commonly used approachedtweaethe order of
the model is the moment matching technique (Dumitriu anddohe, 2007). In this
work, moment matching method is used to reduce the ordereo$ystem using Pade

approximation.

3.2.2 Order Reduction of the Distributed RLGC Network
3.2.2.1 Computation of Moments

Moment computation is defined as the recursive solving ot@ivalent circuit in order

to find the transfer function moments (coefficients of Madlirmseries of the transfer
function) (Tan and He, 2007). In this work, interconnectsrapresented by distributed
RLGC network and modeled using state space approach (Chgpt8tae space rep-
resentation for the RLGC network is given in equation (2.28) the generalized state
space matrices for the single interconnect line haviiR}.GC sections is given in sec-
tion 2.4.1. If the network has RLGC sections, order of the network2s and using

MOR technique, this order can be reduced|twhereq << n. The reduced system is

represented as
The dimensions of the reduced state space matriceEare gxq, Ay = gxq,
B = gxlandC, = gx1.
Applying Laplace transformation to the equation (2.22hwitll initial conditions,
expression for the transfer function (H(s)) is given by,
-1 ~117 11
H(s)=C[Es—A] "B=-C [I —sEA } BA (3.8)
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Applying Taylors expansion for the terfh— sEA~1]~1 in equation (3.8), expression
for H(s) becomes
H(s) = — Z)CA—W“)BE"sk (3.9)
k=

Expanding the above equation,
H(s) = — [CA !B+ CA ?BEs+CA *BE’S+ -] (3.10)
Equation (3.10) is expressed in terms of momemig @s
His) =S Mes< (3.11)

wheremy represents the moment vector and contains the moments péahifdefined
as

mq= —CA~KUBEKK k>0 (3.12)

3.2.2.2 Moment Matching Technique

Considering H(s) as the ratio of two polynomials, then

_apt @St fan 1St

H(s) = 1+bist-e--- T by (3.13)
It can be expressed in pole-residue form as
np k|
H(s)=c+ 3.14
o i; S—Pi (3.14)

wherenp indicates the total number of circuit poles ands the direct input-output

coupling constant.

Number of poles in the transfer function of the interconmecteases with the num-
ber of RLGC sections and they in turn depend on the length ohtleeconnect. Thus
obtaining a transfer function in the form of equation (3.béromes computationally

expensive. MOR technique avoids this large computation firig an approximate
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transfer function having a reduced ordpwhich consists of only the dominant poles.

Moment Matching technique is used to obtain reduced modigravith high accu-
racy (Celiket al, 2002). The idea of Pade approximation is used to approxiriinest

H(s) to an order limited rational functioti(s)) as

a+as+- - +ag 15!
1+ bls+ """ "‘bqsq

Hq(s) = (3.15)

whereq is the order of the reduced system ame&c< n. Transfer function H(s) is
represented as a Taylor series expansion as shown in eg(&tid). Once the moments
are available, coefficients of tly reduced order model is obtained by matching its first
2q moments to the first@moments of the original circuit function (Tan and He, 2007)

i.e.
P(s) ap+as+----- +ag-1s71
Q(s) 1+bis+---- + bgs?

Coefficientsa; andb; are computed from equation (3.16) i.e.

H(s) =

(3.16)

q-1 29-1 q
> s = ( > mksk> (z bk§‘> (3.17)
k=0 k=0 k=0
Comparing the coefficients aff on both sides of equation (3.17), we have
nbbq + mlbq—l R + mq—lbl +Mg = 0 (3.18)

Applying this to the coefficients af to 291 yield a set of linear equations as

My m - My bq My
m m - my bg—1 Mg+1
. o . =1 . (3.19)
Mg-1 Mg -~ mM2q—2| | by Mpg—1

Coefficientsh; of Q(s) in (3.16) are obtained by solving equation 3.19. Coieffits
ax are obtained by comparing the coefficientssbon the left and right hand side of
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equation (3.17) frons® to s9 1 yields

ao mo 0 o --- 0 1
a1 My Mp 0 .- 0 b1
= . . . o . (3.20)
ag-1 Mg-1 Mg2 Mg-3 --- MO| |bg 1

Reduced transfer functidrq(s) is formulated from the above coefficiergisandb;.

3.2.3 Simulation Results

In this work, interconnects are represented by distriblReGC network as shown in
figure 2.13. Simulations are performed for an RLGC networkiné 400x 100 and
moment matching technique is applied to reduce the systensie nxn with n=2, 3,
4, 5 etc. and the respective responses are plotted. In deaeystem matrix of fairly
large dimensions can be quickly reduced to a smaller dimangithout compromising

the accuracy of the results.

Using moment matching technique, RLGC network of sizex000 is reduced to
7x7, 6x6, 5x5, 4x4 size. Transfer function of the reduced models is obtairsiagu
Matlab functions. With step signal as input, transient oese for the reduced models
is obtained. Above results are compared with actual SPICHlation results. It is
observed from figure 3.6 that the order 7 response closedyneles with the response

of the original model of order 100.

3.2.4 Conclusions

In this work, model order reduction technique is appliededuce the interconnect of
large order RLGC network in DSM technologies. Moment matghimethod is used

to get a close approximation of the original transfer fumcti Time domain responses
of the reduced models of different orders are obtained amd@mnpared. In the exam-

ple presented above, it is shown that the order 7 responselgleesembles with the
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CHAPTER 4

Delay and Crosstalk Reduction in Resonant High Speed

On-Chip Interconnect Lines

4.1 Introduction

As stated before, advances in VLSI technology and aggeessaling redefines in many
ways, the role of interconnects vasvis logic in determining the overall performance of
integrated circuits. Long interconnects play a vital roldJiSM regime ICs and intro-
duce signal integrity issues such as delay, crosstalk, pdissipation etc. Because of
these reasons, long interconnects have become the perfoerbattlenecks and require

a relook at mitigating these effects at different levelsiofut design.

Several circuit oriented techniques have been developestitae the delay in long
on-chip interconnects. Some of the previously used mostilpopechniques are re-
peater insertion, differential signaling, current modgnailing etc. Repeater insertion
reduces the propagation delay dependency from quadralicearity with the inter-
connect length (Bakoglu and Meindl, 1985). Expression totiredoptimum number of
repeaters for an interconnect represented using an RLC nsodietfived in (Ismail and
Friedman, 1998). Optimizing the interconnect geometrenfinimum delay, taking
inductive effects into consideration, are discussed iABuUrsy and Friedman, 2004).
In (EI-Moursy and Friedman, 2007), it is shown that tapefghe interconnects re-
duces the propagation delay by 15% and power dissipation6By. 1In addition to
these, several circuit techniques with the optimum devioedsion approaches to re-
duce interconnect delay have been published. But, in alettexhniques, as the length
of the interconnects increases, more and more number chtexgenave to be inserted
to reduce the overall delay and this results in significaataase in power dissipation

and area overhead.



To reduce power dissipation, low voltage signaling scheanesuggested (Dhaou
et al, 2001). With the increase in frequency of operation, séwgaal integrity prob-
lems coupled with the need for high bandwidth interconniscitscreased. As the volt-
age signaling is not able to produce the required bandwaditnent mode signaling was
proposed (Maheshwari and Burleson, 2001). In (ValentianAsmdra, 2004), current
mode signaling technique is used to transmit high data igtels. To improve the
delay and power dissipation, current mode sense ampliffgiojgosed at the receiving
end (Tzartzanis and Walker, 2005). But current mode circuitter from static power
dissipation. Despite their stated advantages, all thesmigues suffer from the limited

bandwidth capability, resulting in speed bottlenecks fghtspeed operation.

The concept of exploiting standing waves in a transmissimaist first proposed in
(Chi, 1994). Global resonant clock distribution networkeéveloped by using this con-
cept with a set of external spiral inductors and capacitibeshed to the H-tree structure
(Changet al,, 2003). The capacitance of the clock distribution netwagonates with
the inductance and on-chip capacitors establish a middtwoltage around which the
grid oscillates. This approach lowers the power consumptiew, and jitter. In this
paper, the authors claim that at lower frequencies of ojperaiesistive part of the inter-
connect is dominant and behaves as distributed RC networkigher frequencies of
operation, interconnect behaves as distributed LC netadwekto the dominating induc-
tive component of the line. Phase Shift Keying (PSK) modaiats used to illustrate
this concept by transmitting a 1 GHz data over a 7.5 GHz qaifiewever, this type of

modulation resulted in large power dissipation and pooctspkefficiency.

To mitigate the dispersion loss at high frequencies, Retu#eto (RZ) modulation
scheme is used in which sharp current pulses are used tonitathe data in (Jose
et al, 2005). The transmitted data is modulated to higher fregiesrby maximizing
the effect of wire inductance and this approach reducesisipesion loss to a certain

extent.

As an alternative to electrical interconnects and to ovaeéom electrical related

limitations, optoelectronic links are used as the mediactonmunication for on-chip
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signals (Kyriakis Bitzaro®t al., 2001). Optical interconnections promise to achieve
high bandwidth and provide high density parallel commutndcachannels. However,
interface between the electrical and optical signals is ppmssue in optoelectronic

applications.

Demand for low power techniques brought the concept of gussinant intercon-
nects (Rosenfeld and Friedman, 2009). The idea is to makeoaatsg interconnect
by inserting an inductor of appropriate value along therogenect so as to make the
interconnect capacitance to resonate around the fundahfesquency of the signal.
As the circuit (“interconnect”) is under resonance, enaggonates between electric
and magnetic fields rather than dissipating as heat. Thigesdthe power dissipation
as well as the delay introduced by the interconnect to a mimmThis eliminates the

need for inserting buffers along the interconnects to redbe delay.

In (Rosenfeld and Friedman, 2009), quasi resonant inteextnretwork is devel-
oped by inserting a passive inductor at a specific point inrttezconnect line so as the
network resonates at a desired frequency for minimum deddypawer dissipation. In
this paper, on-chip passive inductor is implemented in galapiral octagonal shape.
Main drawbacks of using passive inductors include larga awerhead and large para-
sitics associated with the structure. Also, quality factithe passive inductors is small
and is not tunable for different data rates. In addition ts, ghhysical dimensions of the
spiral inductors are directly related to the inductanceesl As the passive inductance

value increases, the area required to fabricate also isesqaoportionally.

Further, in GHz frequency regime, on-chip intermediatdigl interconnects be-
have as transmission lines. Interconnects in an IC runlpataleach other and exhibit
inductive and capacitive coupling between closely plagsesl This results in the per-
formance degradation due to the induced crosstalk noidgagmlin the neighboring

lines( (Eo and Eisenstadt, 1993), (Ismetilal,, 1999), (Davis and Meindl, 2000)).

Active inductors provide an attractive alternative in terof less area, less num-
ber of stray components, tunability, high quality factodasasier floor planning in

comparison to the spiral inductors. This work presents e af an active inductor
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configuration with resistance in the feed-forward path acplof an on-chip passive in-
ductor. This arrangement can be referred to as Resonantdntezct Network (RIN).

A small resistance in the feedforward path of the active aboluis used to increase
the output voltage swing. Gyrator-C configuration is useddsign the floating active
inductor. The performance comparison and improvementaraasfpower dissipation,
delay and area are concerned by using an active inductoade f a passive inductor
are presented. Further, analysis and comparison of thdembapsstalk noise voltage

on the victim line of the coupled resonant interconnectisastis also presented.

4.2 Principle of Resonant Interconnect Network (RIN)

RIN system with active inductor as the resonating elemeihtas/a in figure 4.1. Trans-
mitter at the near end of the interconnect modulates the ohga signal and modulation
supports periodic signal with a single resonant frequehi@nsmitter is followed by an
inverter driving the interconnect. The RLGC distributedchsmission line is separated
by an on-chip active inductot§) inserted at a specific point to resonate at a desired
frequency for minimum power consumption and interconnetayl Resistance in the
feed-forward path of the active inductor helps to obtainh fail-to- rail output voltage
swing. The receiver at the far end of the interconnect deabesithe transmitted signal

back to the original input bit stream.

. Interconnect Interconnect| .
Transmitter > : — . »| Receiver
with Driver section 1 section 2

Active
Inductor
L

Figure 4.1: RIN system

Since the fundamental harmonic component of the input sigraamplified by the
magnitude of the transfer function, the network resonatessaecific target frequency

and magnitude. This behavior is required to transfer a fwihg sinusoidal signal at
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the resonant frequency to the far end of the interconnedtluRtrate this, consider the

output signal in the frequency domain, (Rosenfeld, 2009)
Vout(s) = H1(S)Vin(S) (4.1)

whereH;(s) is the transfer function of the network between the trartemand the
receiver including the driver and, (s) is the input data. Assuming the input data signal

as periodic, its Fourier series representation is given by

Vin(t) = 5 axel¥! (4.2)
k=—o0
whereay is thek™ harmonic of the signal an@p is the resonant frequency. The funda-

mental harmonic component of a periodic square wave sigrgaven by

Vatp
— 4 AP (gritpty g 4.3

whereV,, ai, tp andt; denote amplitude, first fundamental harmonic componenipge
and rise time of the pulse signal respectively. The mageitidthe transfer function

can be obtained using equation (4.1) as,

: Va/2  Va
Substituting equation (4.3) into (4.4), we get
_ t, TC
[H(jwp)| r (4.5)

B tpy/8(1—cogwptr))

Equation (4.5) describes the magnitude of the transfettimmat the resonant frequency
wp. For example, atop=2 GHz and;=10 ps, the magnitude of the transfer function is

computed as 0.8.
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4.3 Modeling the RIN Section

Resonant frequency of the system in figure 4.1 is found by ceglahe transmitter by
a voltage sourceV,) in series with a resistanc®{) and the receiver section by a ca-
pacitive load C) as shown in figure 4.2. Analysis of the RIN network is carrietoy
replacing the interconnects with distributed RLGC netwdokg with the active induc-
tor in series as shown in figure 4.2. Floating active indudesign and its equivalent

model is given in the next section.

R VW
d Distributed Ry Distributed Vout
Interconnect —1_Interconnect
RLGC sectionl RLGC section2
— N
|<—L 4>| Active
-/_\- d Inductor CL

Vi o I

Figure 4.2: RIN section modeling

4.3.1 Introduction to Active Inductors

CMOS inductor circuits are the active networks built using $M@ansistors. Under cer-
tain DC biasing conditions and signal-swing constrairitsse circuits exhibit inductive
characteristic for a range of frequencies. Gyrator netwatk capacitors is one of the

widely used configurations of an active inductor.

4.3.1.1 Principle of Single-Ended and Floating type Activeriductors

Gyrator-C is a well known circuit topology used to synthesin active inductor. This
configuration consists of two back-to-back connected tamductors and a capacitor
connected to one of the ports as shown in figure 4.3 (Yuan,)2008is topology is

said to be lossless when both the input and output impedaities transconductors of

the network are infinite and the transconductance valuesargtant. The admittance
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Figure 4.3: Singe-ended gyrator-C active inductor conéigan

looking from port 2 in figure 4.3 is given by

. Iin . 1
Y = \72 = c (4.6)
Om1gm2

wheregm andgne indicate the transconductance of transconductors 1 andg&ce
tively. Equation (4.6) indicates that port 2 of the gyrafnetwork behaves as a single-

ended lossless inductor with an inductance of,

L-_C© (4.7)
Om19m2

Floating type active inductor is designed by replacing leirepded transconductors
in figure 4.3 with differentially configured transconduatorA lossy floating active
inductor (input and output impedances of the transcondsicce finite) is shown in
figure 4.4. In a floating inductor, terminals of the inductog aot connected either to
the ground or to the power supply of the circuit. Applying KGinades 1+, 1-, 2+ and
2- in figure 4.4 gives,

C+G
—gm (V) =V, ) + (—S 1; °1> (Vi =Vi) =0 (4.8)
C+G
lin -+ (%02) (V5 =V ) +agme (Vi =V ) =0 (4.9)
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Figure 4.4: Floating gyrator-C active inductor configusati

whereGoj, C1, Gg2 andC, denote the conductances and the capacitances at nodes 1 and
2 respectivelyVv;", V;, V," andV; indicate the voltages associated with the nodes 1
1-, 2" and 2 respectively. The admittance looking from port 2 in figuré 4. given
by,
y— I __ (4.10)

:V2+_V2_
Substituting for ¥, -V, ") in equation (4.10) from equations (4.8) and (4.9), we get
G G2 1
2 2 S( C1 ) L Co
20m0m2/  29miOme

Equation (4.11) can be represented by an RLC network as shofigure 4.5 with

(4.11)

its parameters given as,

2
Ry=— 4.12
P GoZ ( )
2
G01/2
Rs = 4.14
° Om19m2 ( )
C1/2
Ls= 4.15
° Om19m2 ( )

Floating active inductor equivalent circuit shown in fig4r® behaves as a lossy
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©
WV
fis
|

Figure 4.5: RLC equivalent circuit of the floating active itlr

inductor with its parallel parasitic resistand&y, parallel capacitanceCf) and series
resistanceRs). To reduce the ohmic losses of the active indud®yrshould be maxi-
mized whileRs should be minimized. From equations (4.12) to (4.15), weeplesthat

Rp andC, depends only oGy, andC; while Go; andC; affectsRs andLs.

4.3.1.2 Operating Frequency Range of Active Inductors

The active inductor circuit exhibits an inductive charaistéc only over a specific fre-
guency range. Input impedance analysis of the circuit gikiesinductive frequency
range of operation. Figure 4.6 shows a general impedanpenss plot of a floating
active inductor circuit (Yuan, 2008). From the plot, it isseloved that the circuit is
resistive whemw < wy, inductive wherw, < w < wp and capacitive whew > w,
wherew indicates the frequency in radians. Equations (4.12) aridtf4how thaR,
has no effect on the frequency range wigaffect the lower bound of the frequency
range over which the gyrator-C network is inductive. Theerdgund of the frequency
range is set by the self resonant frequency of the activectodwhich is set by the cut-
off frequency of the transconductors constituting thevacinductor. For a maximum

active inductancel), bothRs andC, should be minimized.
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Figure 4.6: General impedance response of a floating aatishector circuit (Yuan,
2008)

4.3.1.3 Quality Factor (Q)

Q of an inductor is defined as the ratio of the net magneticggngtiored to its ohmic
loss in one oscillation cycle. For spiral inducto€3,is independent of the voltage or
current of the inductors. This property, however, does mid for active circuits as
the inductance depends upon the transconductances oéttsetnductors and the load

capacitances. The power dissipated by the active inductaritis given by
P(jw) = 1(jo)V*(jw) = Re[Z] I (jw) "+ jim[Z]| (jo)|* (4.16)

whereR€Z] andIm|[Z] indicate the resistive and inductive reactances of thedtutu
respectively.V(jw) and|(jw) denote the voltage across and the current through the
inductor respectively. The superscriptienotes the complex conjugation andndi-
cates the absolute value operator. The first term in equédid®) quantifies the net

energy loss arising from the parasitic resistances of thieeainductor circuit whereas
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the second term measures the magnetic energy stored irdinean. Hence the quality

factor of the circuit is given by

_ Im[Z]

Q Re[Z]

(4.17)

4.3.2 Implementation of Active Inductor Circuits

In RIN section, active inductor is inserted at a specific painthe interconnect line
as shown in figure 4.2. Henceforth, active inductor is to b#aating type and con-
structed using differential transconductor configurati@ctive inductor topology of
good quality factor and operating in GHz regime is the neethefdesign. Different

active inductor circuits are analyzed and the details arengbelow.

4.3.2.1 Mahmoudi-Salama Floating Active Inductor

The schematic of Mahmoudi-Salama floating active inducdoshown in figure 4.7
(Mahmoudi and Salama, 2005). The circuit consists of a (adtifterential transcon-
ductors and a pair of negative resistors. Transistiésand Mg biased in the triode
region and connected across the outputs of the transcandysrovides the tunability

of the negative resistance values without using a tail ciseurce.

Input impedance magnitude, phase and Q plots of the Mahrfealdima floating
active inductor are shown in figures 4.8, 4.9 and 4.10 res@det For clarity, the
frequency sweep in different plots is represented eithéognscale or in linear scale
depending upon the parameter of interest. In this activeatad configuration, the
maximumQ is very low and hence this configuration is not suitable far ititended

use.

4.3.2.2 Grozing Floating Active Inductor

The schematic of Grozing floating active inductor is showrigure 4.11 (Grozing

et al, 2001). The circuit employs two basic differential-pa@artsconductors. Two
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Figure 4.7: Schematic of Mahmoudi-Salama floating actideiator
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Figure 4.8: Input impedance of Mahmoudi-Salama floatingyaahductor

negative resistors are connected across the output nottesteéinsconductors to cancel
out the parasitic resistances of the active inductor. Tecatance of the active inductor
is tuned by varying the transconductances of the trans@dodu Transconductances

are changed by adjusting the tail currents of the diffeegpiairsJ; andJ,. The current
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Figure 4.9: Phase response of Mahmoudi-Salama floatingeantiuctor
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Figure 4.10: Quality factor of Mahmoudi-Salama floating\actnductor

sourcesly, Jo, J3 and Js are implemented using current mirror circuits. The quality

factor of the active inductor is tuned by varying the resists of the negative resistors.

Input impedance magnitude and phase plots of the Grozintirftpactive inductor
are shown in figures 4.12 and 4.13. Quality factor versusiaqy plot of the Grozing
inductor is shown in figure 4.14. Even though tQeof this active inductor is good
(around 250 at 1.&H2), input impedance of the circuit is quite large at this freqcy
(approximately 180@). In addition to this, circuit has a large size and maintagni
four constant current sources is very difficult from the dasand power dissipation

perspective. Hence, this circuit does not suit well for thespnt application.
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Figure 4.11: Schematic of Grozing floating active inductor
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Figure 4.12: Input impedance of Grozing floating active ictdu

4.3.2.3 Lu Floating Active Inductors

Lu floating active inductor is implemented as shown in figudb4Luet al., 2006). In
this circuit, transistord; andM, form a cross coupled pair whiMs andM4 are in the
common drain configuration. Current sourdegandJ, will help to maintain a constant
drain current in the transistoMs and M4 and are implemented using current mirror

circuits. At the quiescent bias point, transisttddg to M4 operate in the saturation
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Figure 4.13: Phase response of Grozing floating active toduc
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Figure 4.14: Quality factor of Grozing floating active indoic

region. Transistords and Mg operate either in the saturation or in the linear region

depending on the control voltagd,] applied to the gate terminal of these transistors.

Input impedance magnitude, phase and Q plots of the Lu fipatitive inductor are
shown in figures 4.16, 4.17 and 4.18 respectively. Qualitofaof the circuit is around
50 at 2 GHz with the input impedance of ¥5at this frequency. The circuit is inductive
for reasonably good frequency range (500 MHz to 8 GHz). Tlobseacteristics are
good-enough for the present application and can be used astiga inductor in high
speed transmission lines. Hence, this topology is furtmatyaed for the tunability

aspect and the robustness of the inductance values.
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Figure 4.15: Schematic of Lu floating active inductor confégion
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Figure 4.16: Input impedance of Lu floating active inductor
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Figure 4.17: Phase response of Lu floating active inductor
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Figure 4.18: Quality factor of Lu floating active inductor

4.3.2.4 Analysis of Lu Floating Active Inductor Characterigdics

Small signal analysis of the circuit in figure 4.15 gives tkpression for the impedance

at the differential input port (at nodes land 1) as

2[s(Cys1 +Cys3) — Im1 + Gdiss)
~ 9dss(9m1 + 9mz + S(Cgst + Cys3)) (4.18)

in

wheregmi, Cga1, ms andCyg indicate the transconductance and gate capacitances of the
transistordVl; andMs; respectively The drain conductance of transidtilaris denoted
by gg¢ss- If (20m1 + 9m3)>0dss, iNput impedance of the differential active inductor can

be approximated to the model shown in figure 4.5 where

2
Rp = toe (4.19)
_ 2(9dss — 9m1)
° " Ods(20m1 + 9m3 — Gdss) (4.20)
2(Cya +Cyg) (4.21)

5™ G4ss(20m1 + 9 — Odss)

Co= C%Sg (4.22)
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Using equations (4.17) and (4.18), expression@oof the active inductor circuit is
computed as
_ j0(GCys +Cys3) (29m1 + 93 — Ydss)
(Oma + 9me) (ass — 9mil) + w?(Cget + Cyes)?

(4.23)

If the control voltage applied to the gate of the transisdgsandMg is varied, the
reactance of the circuit changes. To know the range of vanisiin the reactanc¥, is
varied in steps of 40 mV and is plotted as shown in 4.19. If tdae/of\, is above some
limit, the circuit will not have the inductive operating ieg. This can be observed in

figure 4.20 when the applied, for the transistord/ls andMg is 800 mV.
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Figure 4.19: Variation in the reactance of the circuit fdfetent control voltages
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Figure 4.20: Active inductor impedance response when tipdegbcontrol voltage is
outside the acceptable rangg£800 mV)

The variation of active inductance values for differentidi@onductances of tran-
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sistorsMs andMg for a constant applied, is shown in figure 4.21. The inductance of
the circuit varies from 9H to 1 nH when the width of the transistoids and Mg is
changed from 0.fimto 1.3um In figure 4.21, it can be seen that the inductance of the

circuitis set to 7.51H at 2GHzwhen the width of the transistolds andMg is 0.7 um

freq (Hz)

Figure 4.21: Variation of inductance for different widthisti@nsistoravis andMg

4.3.3 Mathematical Model of a RIN Section using State Space Ap-

proach

Mathematical equivalent model for each block of the RIN s#cth figure 4.2 is de-
rived using state space approach. The equivalent circditarresponding state space

matrices are given in the following sections.

4.3.3.1 Reduced Order State Space Matrices for the Intercoratt Section

In Chapter 2, interconnects are represented by distributésl@Rhetwork model and a
method to compute the interconnect metrics using StateeSmagroach is presented.
Intermediate and global interconnects often have longtlengnd their equivalent cir-
cuits consist of large RLGC sections. Simulation of thesgdagquivalent circuits

is computationally expensive and sometimes not feasibfecpéarly in case of large
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number of coupled lines. Circuit containing large RLGC setwdibave large number
of poles. Model order reduction technique restricts thepanly to dominant ones
(section 3.2). Infigure 4.2, each interconnect sectiondaced to an equivalent second

order network with corresponding state space matrices as,

Lint 0
Eint = { 0 Cint} (4.24)
Pt — [‘Ff“t ‘01} (4.25)
Bint — [Cﬂ (4.26)
Cri=[0 1 (4.27)
Dint = [0] (4.28)

4.3.3.2 State Space Model for the Active Inductor

1to
R
S
R. >t R
p%fg:cp % f
] L
\/iL
1'0

Figure 4.22: Active inductor equivalent circuit with rasisce in feedforward path

Figures 4.2 shows the RIN section employing active induatdrfgure 4.22 shows
the equivalent circuit of the active inductor with a resmsta in the feedforward path.
Loop equations are applied to the circuit shown in figure Ag2onsidering a small
load resistanc®_between node1and ground. Corresponding state space equations

are,
di (1)
dt

Ls = Ve—IL(t)Rs (4.29)
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v V' 1 Ri+R
Cp C_L—VC{ f +Rp

o R RoR 1 —IL(t) (4.30)

whereV;" andV; are the voltages associated with the nodesatid I~ respectively.

Accordingly the state space matrices are given by,

Ls O

Eactind = {OS Cp} (4.31)
—Rs 1
Aactind = |:1 (1 n R +Rp ] (4.32)
2R_ RfRp
0

Bactind= | 1 (4.33)

2R
Cactind = [O _1] (4.34)
Dactind = [1] (4.35)

4.4 Characteristics of the RIN Section

To test the transient characteristics and delay in the RIN@eemploying active in-
ductor configuration, simulations are carried out ugint8 pm CMOS technology in
Cadence Virtuoso. For the simulations, clock periggl, fise time ), supply voltage
(Vpp), load capacitanc& ) and interconnect length)(are chosen as 5Qfs, 10 ps 1.8
V, 100 fF and 10mmrespectively. Interconnect parasitics (per milli-metegistance
(R), inductance (L), conductance (G), capacitance (C), aogiphpacitance (CC) coef-
ficient and mutual inductance (M) coefficient are chosen a8 @3mm 1.36nH,/mm
9us/mm 62 fF/mm 0.6 and 0.5 respectively (NIMG, 2008).

4.4.1 Simulation of the RIN Section

The active inductor is inserted at a distahgegfigure 4.2) from the transmitter , to res-

onate at the frequency of the data signal being transmittedch a way that minimum
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power-delay product is achieved. Figure 4.23 shows thaptveer delay product is
minimum for the inductance value of 70 when it is inserted at a distance of 8&n

from the starting point of the interconnect.
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Figure 4.23: Minimum power delay product as a function oticténce

Magnitude response of the RIN section is shown in figure 4.24itais found that
the resonance of the section occurs at 2.32 GHz (as seentfeomeximum magnitude)
while the theoretical resonant frequency is 2.0 GHz as deited from equation (4.5).
This small shift in the resonant frequency can be attribtwetie parasitic capacitance

of the on-chip active inductor.
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Figure 4.24: Magnitude response of the RIN section
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4.4.2 Delay Estimation in RIN Section

Mathematical model for the interconnect section and adtidector is derived in sec-
tion 4.3.3. Note that the RIN section consists of 3 blocks (@iva inductor block in
between two interconnect blocks as shown in figure 4.2) aadrtnsfer function of

each block can be represented as,
Hi(s) = Gi(sl — A) B (4.36)

whereA;, B; andC; denote the state space matrices of each block asndhe identity
matrix. Overall transfer function of the RIN sectidf((s)) is the product of individual

transfer functions of each block. i.e.
Hr (S) = Hint1(S) X Hactind(S) % Hint2(S) (4.37)

whereHint1(S), Hactind(S) andHint2(s) are the transfer functions of first interconnect

section, active inductor and the second interconnectsentispectively.

By taking the inverse Laplace transform of equation (4.37¢, time domain re-
sponse of the RIN section for different load capacitanceesls determined and plot-
ted for a step input. 50% time delay ) between the input and output signal is measured

from the transient response plot.

The mathematical equivalent model of the RIN section is eadid by comparing
with the SPICE simulations and the data is tabulated in taldle Brom the third and
fourth columns of table 4.1, it is found that average errdween the mathematical
model and the SPICE simulations is less than 2%. This shovtghitbanathematical
equivalent model of the RIN section developed using stateespaproach is closely
matching with the SPICE simulations. Comparison of signahylehlues of the RIN
employing active inductor (our design) with that of passiductor (work presented in
(Rosenfeld and Friedman, 2009)) is given in the fourth and &é&lumns of Table 4.1.
It can be seen that, that on an average, the delay is reducabgd 24% in a long

interconnect network employing an active inductor as tikemating element.
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Table 4.1: Delay comparison in the RIN section employingvaaind passive inductors

Serial Load Delay using Delay using Delay using
No. | Capacitance Mathematical | Active Inductor| Passive Inductort
CL(fF) Equivalent RIN (ps) (ps)
Model (ps)
1 10 245 250 312
2 50 256 260 319
3 100 260 265 326
4 200 265 270 340
5 250 269 273 348.6

T(Rosenfeld and Friedman, 2009)

Usually passive inductors are fabricated in square, hexagoctagonal or circular
shapes. The physical structure of the fabricated on-chgsipa inductor has several
turns and several parasitic elements associated withtthistsre. These parasitic com-
ponents cause additional delay effect on the propagatymaks. In case of active induc-
tors, even the gate capacitances associated with thestaissare used as the capacitors
to form the gyrator-C configuration. Hence the stray compbe#ects associated with
active inductor differential configuration circuit are ydess when compared with the

passive inductor structure.

4.4.3 Power Consumption in RIN Section employing Active Induc-

tor

Unlike the passive inductor, active inductor consumes pawegenerate inductive
impedance. However, higher Q would result in lower powerscomption which leads

to reduced losses (Mukhopadhyetyal., 2006). Results in Table 4.2 support this.

4.4.4 Process Variation Effects on Signal Delay

At deep sub-micron scales, process variations will haveifseggnt impact on circuit
as well as on metal line characteristics. This is true foivadhductor configuration

and interconnect line as well. To find the amount of delayatann and output voltage
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Table 4.2: Power consumption comparison between RIN seetigrioying passive and
active inductor

Inductance Passive Inductor Active Inductor
(nH) (mW) (mW)
14 6.67 6.50
8 8.25 7.36
7.5 8.42 7.26
8.65 7.77
9 8.08
9.8 8.47

fluctuation due to process and mismatch variations in aatghector and interconnect
parameters, Monte Carlo simulations are carried out for 5@0d8ations. From figures
4.25 and 4.26, it is observed that interconnect delay vanas insignificant (0.67%
for the variation in active inductor circuit and 0.8% for ttiganges in the interconnect
parameters). Further, the output voltage is found to fluetless than 0.5% during the
ON period and less than 6% during the OFF period of the ouigoak
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Figure 4.25: Monte Carlo simulation of active inductor witlogess variations

4.4.5 Area Comparison between Passive Inductor and Active In-

ductor

Table 4.3 gives the comparison of the approximate areanedjtor the fabrication of

passive inductor and the active inductor for different ictdnce values. From table 4.3,

114



=
in

Voltage (V)

o
L

0.5 Time (sec) 1 1.5 < 169 2

Figure 4.26: Monte Carlo simulation of interconnect withqess variations

it is observed that the silicon area required to fabricatendoctance of 7.%H in the
active configuration is roughly 24 times less compared t@ipasnductor implemen-
tation. The physical dimensions of passive inductor isafiyerelated to the desired
inductance value and it increases with increasing indeetaiVhereas the area of an

active inductor marginally increases with increase in stdace value as seen from
table 4.3.

Table 4.3: Area comparison for passive and active inductor

Inductance type
Inductance| Approximate area for Approximate area for Reduction
(nH) Passive inductance| Active inductance | in Area
(un?) (unP)

4 1600 182 9x

55 3025 196 15x

7.5 5329 224 24x

12 12689 252 50x

4.5 Crosstalk Analysis

The electric and magnetic field energy gets coupled to neaobguctors when the
signals travel through interconnect lines. Signals geptsalito adjacent lines due to the
mutual inductances (M) and coupling capacitances (CC) betwezlines and induce

noise in these lines. The strength of the induced noise isrdgmt on the magnitude of
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the mutual inductances and the coupling capacitancesrd=§a7 shows two coupled
RIN sections employing active inductors as the resonatisghehts. In figure 4.27,
mutual inductances and coupling capacitancé¥ &LGC sections of Line 1 and Line

2 are represented b1, CCyi, My andCGCy; respectively.

Interconnect equivalent Active Inductor with Interconnect equivalent

e
first RLGC network feedforward resistance second RLGC network

Figure 4.27: Coupled RIN sections employing active inductors

4.5.1 Crosstalk Noise Voltage Analysis in Coupled RIN Sections

Assuming Line 1 as aggressor and Line 2 as victim line, figu2& & used to analyze
the amount of noise coupled to the victim line of the RIN sattiBigure 4.28 shows
the coupled noise voltage waveform in the victim line (at ew,p) of figure 4.27
for the two cases, one with an active inductor and the oth#r passive inductor as
the resonating element. From figure 4.28, it is observedtitieafar end coupling noise
voltage in the victim line is 55% less in the active inductase compared to the passive

inductor case (Case 1 in table 4.4).

To analyze the behavior of the coupled interconnect linggd@yimg active inductors
for different input switching conditions, three intercaat lines with coupling effects
between the adjacent lines are considered. Coupled noitegeobn the victim line
for aggressor - victim - aggressor configuration for the ta@seas (active inductor and
passive inductor as resonating element) under differeritising conditions is given
in table 4.4. In table 4.4y1, V> andV3 indicate the input signal sources for the three

interconnect lines. It can be seen that the coupled noisagmis considerably lower
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Figure 4.28: Crosstalk noise voltage in the victim line of teepled RIN sections em-
ploying passive and active inductors

in the case of RIN section employing active inductors.

Table 4.4: Coupled noise voltage for different switchingditions

Case| Vi(V) Vo(V) V3 Vi | v3 Reduction in
(Aggressor)| (Victim) | (Aggressor)| (V) | (V) | Noise Voltage in %
13 —4 1 0.38| 0.85 55.29
0 1° 0 0.20| 1.7 88
0 { i} 0.38] 1.85 79.45

V} : Coupled noise voltage with active inductor
V22 : Coupled noise voltage with passive inductor
Tg : Logical 0 to 1 transition

—4: Connected to ground

1°: Logical 1 to 0 transition

Energy between the two neighboring transmission linesamipled due to electric
and magnetic field interactions. Passive inductors areciied in the form of spiral,
hexagonal or circular shapes. Proper current return pathsitexist in these structures.
Also due to the form of structures and associated stray casrgs, coupling of energy
from the laid out structure to the neighboring lines is hidgm.contrast to this, active
inductor is implemented using MOSFETs with fewer stray comgnts and providing

proper current return paths. Hence there is a lesser plitysdfienergy being coupled
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from the active inductor configuration to the neighboringe8. These factors reduce
the far end noise voltage on the victim line in the coupledmast interconnect lines

with active inductors.

4.6 Conclusions

Mathematical model for a RIN section employing active induds the resonating
element is derived based on transmission line theory udaig space approach. It
is observed from the simulation results that an averageydetiuction by 24% can be
achieved by replacing a passive inductor by an active iratustthe RIN section. The
silicon area required to fabricate an active inductor ofi5s approximately 24 times
less than that of a passive inductor. Monte Carlo simulatghiesv that the change in
the interconnect delay behavior for the process and migmatdations in the active
inductor circuit and interconnect parameters is only 1%e dttput voltage fluctuation
is less than 0.5% during the high state and 6% during the late sif the output signal.
It is also shown that, for different input switching condits, the far end coupled noise
voltage in the victim line is considerably reduced whenwa&ctnductors are used in
place of passive inductors as the resonating element in RtNoss. Further, since
clock signals switch continuously, this scheme can be &ffelg used for reducing the

latency/skew of clock signals when transmitted over lonig.ne
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CHAPTER 5

Minimization of Via-Induced Signal Reflection in

On-Chip High Speed Interconnect Lines

5.1 Introduction

Present IC technology advancements are allowing data exte=eding 1 Gbps and
this trend will continue to increase with scaling (Tanataal., 2002). As previously
reported, at these frequencies, the performance of highesmtegrated circuits is in-
creasingly determined by the interconnects. Signal delagstalk, power-supply dis-
tribution noise etc. are some of the major signal integsues affecting the overall
performance of the IC chips and the mitigation of these &fface addressed by many
researchers in the past. However, signal reflection duestortpedance discontinuities
along the interconnects is a problem that is less addressbd past. One of the promi-
nent impacts of signal integrity effect is false signal siihg leading to performance

degradation.

Interconnects behave as transmission lines in GHz regimesnwhe geometry of
the interconnects is altered along the signal path, sigefdations will occur due to
impedance mismatch. Changes in the geometry along the pé#ik ofterconnects are
very common. Some of the examples for impedance discotigsiare connector junc-
tions, wire terminations, vias, etc. Vias are very commarggd structures to connect
different metal interconnect layers and become one of tha thsruptor of impedance
continuity (Laermangt al, 2002). Impedance control along the interconnect path is
one of the ways to reduce the signal integrity effects wherstgnals are sent at high

frequencies, typically more than 1 Gbps.

Unlike local interconnects, intermediate and global iob@nects have a greater

reach across the IC and distribute signals to differentspafrthe circuit that are ge-



ometrically apart. These wires invariably use vias to @glithe signals to the local
interconnects and to the devices. The impedance discamtiauthe junction of on-

chip intermediate/global interconnect and via resultgmal reflections and contributes
to the loss of signal. To decrease the signal deterioratiesigners try to eliminate
impedance mismatch along the signal path. Further, impropenection of the vias
between the two metal layers would create considerablag®lbreakdown, signal at-

tenuation, crosstalk, switching noise, etc. (Ckeeéal., 2003).

Via length is negligibly small compared to the signal wawneh at lower frequen-
cies and hence traditionally they are either completelyaotgd or modeled as a com-
bination of lumped circuit elements such as series indacod shunt capacitors for
ease of circuit analysis. With increasing clock and dates;giarasitics of via cannot be
neglected and need to be modeled as RLC structures for ae@malysis. Further, as
the technology node decreases due to scaling, via resestacreases significantly and

starts contributing to the signal integrity problems (&icand Bendhia, 2007).

Several papers analyzing different via structures and thmggact on the intercon-
nect performance have been published (€bal, 2002), (Quineet al, 2002),(Maeda
et al, 2002)). Capacitance of the vias are extracted either frensdfution of integro-
differential equations (Kok and De Zutter, 2002) or fromfwhve simulations (Ono-
jima et al, 2002). Multiple via interconnect structures have beeryaea by decom-
posing the geometry into exterior and interior structutdsanget al., 2005). Efficient
modeling methods of multiple vias in high-speed intercatri@es are discussed in
(Wu and Tsang, 2009) and (Let al., 2009). Further, significant work related to vias
has been carried out on impact of differential vias on higbesl design (Xtet al,
2009), modeling differential vias (Simonovieh al., 2009), electrical modeling of 3D
vias (Savidis and Friedman, 2008), analysis of crosstaikédxen non-parallel coupled
lines connected with vias in a 4-layer PCB (Han and Park, 200@pugh-Silicon Vias
(TSV) (Lau, 2011) etc.

A comprehensive study of the impacts of various via desigarpaters using full-

wave electromagnetic simulator is carried out in (Chanhgl, 2007). The design pa-
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rameters include via diameter, height and length used in ltlayer Printed Circuit
Board (PCB). Signal reflections in the interconnect will be minim for optimized via
dimensions. In (Hset al,, 2008), a artificial neural network approach for the effitien
design of reflection-less via structure is presented. Is phaper, full-wave analysis is
employed to characterize the via structures from which thpigcal representation is
derived using a neural network method with the physical ipatars as inputs and the
electrical characterization as the output. With accuratefast neural network models
for the desired via structures, solution space for the Idagieometries of minimum

reflection noise can be easily determined.

When a high-speed signal transits through a via that peesteaplane, parallel-
plane resonances are created and introduce extra inskrs®im the transmitting sig-
nals. To eliminate via-plane coupling effects, additiagralund vias are placed near the
signal vias (Wuet al,, 2008). But, additional resonance effects will be introdlibg
the new ground vias. This problem is eliminated by reduchegdpacing between the
signal vias and ground vias. Further, efforts are made tdgteemine the characteris-
tic impedance of multi-layered through-hole vias by chngsappropriate geometrical
parameters, dielectric property and placement of grouad based on semi-analytical

scattering model (Get al,, 2008).

Alternatively, signal reflections can be reduced by altgtime shape and structure
of the interconnects (Kwoet al, 2003). In (Kimet al, 2005), four types of vias
namely staggered, stacked, coaxial and through via argzawhfor their effects on

signal reflection and bandwidth.

In most of the work presented in the previous literaturegnai reflection along
the interconnects is reduced through the modification ofstiacture and is mainly
aimed towards PCBs. Further, in these cases the structurenégig9 of the vias once
fabricated remains fixed and modification of via geometryosfaasible to suit newer

frequencies of operation.

In this work, via-induced signal reflection reduction in IGsdddressed by in-

corporating a simpler technique where-in an additionabc#@pnce is included at the
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interconnect-via junction for impedance matching. Thighod does not require any
modification to the technology specific interconnect geoynéetia impedance is cal-
culated from its equivalent circuit and the effect of impec&a mismatch on signal re-
flections at the junction of the metal interconnect line amal\tia is analyzed for two
types of models: (i) two adjacent interconnect metal layersnected through a sin-
gle via (2-layer model) and (ii) multi-level interconne¢kzyer 6 to layer 1) connected
through five vias (6-layer model). This method can be extdridenterconnect layers
connected through any arbitrary number of vias. Further,niethod is amenable to
frequency tunability by making use of a digitally switchablank of capacitors in place

of the single matching capacitor at the interconnect-viejion.

5.2 Vias

Via is a small conductive cylindrical hole drilled from oreykr to another layer and
used to connect different interconnect levels in an IC. \fiacttire consists of a barrel, a
pad and an anti-pad as shown in figure 5.1 (ldal#ll, 2000). Via barrel is a conductive
material that fills the hole to allow an electrical connectietween the connected lay-
ers. Via pad connects the barrel to the component or trade whtipad is a clearance

hole between the pad and the metal on a layer to which no ctanes required.

In DSM regime, via effects are significant and cannot be gtk In (Kattiet al,,
2009), via resistanceR(jz), inductance l(,i3) and capacitanceC(j;) are modeled as a
function of physical dimensions and material charactegst An equivalent lumped
RLC model represented in the form of T network is shown in figuge The resistance,

inductance and capacitance values of the via are given by,

plvia

Ryia = 5 (5.1)
via
2lyia+ A/ r\%a+ (Zlvia)2
Lvia = 4& lvial N ( _ )+ (rvia— r\%ia*’ (2lia)?) (5.2)
1! l'via
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Figure 5.1: Via structure
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Figure 5.2: Lumped RLC equivalent via model

2TE Eolvia

Cvia = In((rvia+tvia) /via)

(5.3)

wherep, rvia, lvia, andtyja denote resistivity of the conducting material, radiusglén

and dielectric thickness around the via respectively. Tdleas ofRia, Lyia andC,z for

65-nm technology node are computed using equations (5(h)3pand are found to be

equal to 3.5, 26.09 pH and 113.98F respectively.

For contemporary through silicon via architectures, trguative voltage drop is

found to exceed resistive voltage drop for frequencies @adoGHz and hence the via

structure can be assumed to behave predominantly as artivedioad.
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5.3 Impedance Matching at Interconnect-Via Junction

Figure 5.3 shows the model of two metal interconnect layersafidL,) connected
through a single via. At high signal frequencies, intercmsia behave as transmission
lines and electric signals propagate as electromagnetiesv&Vhen these waves propa-
gate through the interconnect-via structure of differdraracteristic impedance regions
two things happen: (i) A portion of the wave is reflected baokf the impedance dis-
continuity region to the source-end and (ii) A portion of th@ve is transmitted through
the via. The simultaneous existence of both the transmatteldreflected waves are di-
rect result of the boundary conditions that must be satisfiedn solving Maxwells

equations at the interface between the two regions.

Interconnect
Metal Line

Port 1 A Layer =6

B

Via  |nterconnect
Metal Line
Layer=5 b Port 2

Figure 5.3: Model of the two interconnect layers connedbedugh a via

When an electromagnetic wave is propagating in the transveasle, difference of

the incident and reflected waves must equal to the transhvitéee, i.e.

Vi = Vi —Vp (5.4)
it iy
v 5.5
Zyia Zy 4o ( )
wherev;, Vi, W, ij, iy andi; indicate the incident, reflected and transmitted voltage

and current waves respectively. The paramefgrand Z,i; denote the characteristic
impedance of the transmission line and impedance of theegpectively. Since the

incident waves are known, equations (5.4) and (5.5) areedadimultaneously for the
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transmitted and reflected portions of the wave. Thuandv, are given by,

szia
Vi =Vi=—— 5.6
t IZvia-i—ZO (5-6)
Zvia_ZO
Vi =V, 57
' IZvia‘|—ZO S

The reflection coefficient() is a measure of how much of the signal is reflected back
by the intersection between the two impedance regions anlahsmission coefficient
(&) represents how much of the signal is transmitted. Fromteansa(5.6) and (5.7);

and¢ are given by
r— ﬁ o Zyia—ZLo

Vi Ziat 2o 8)
Wt 2Zia
SN Ziat 20 59

When the behavior of the interconnect is approximated toadhatransmission line

at high frequencies, the characteristic impedance is diygiiall and Heck, 2009).

€oMo 1
= — 5.10
eff Ca ( )

where
2T We

’ . < 1
C,= In(8h/we + We/4h) h (5.11)
We We We

sr;1+ . L1201z

Eoff=| (5.12)

D

4
W+ 0.398 (1 + In 1)

w
We = 4 hTZ (5.13)
w+0.398(1+|nT) —>—
In equation (5.10)C; and &gt indicate the distributed capacitance of the microstrip
line and the effective dielectric constant of the substraégerial respectively. These
parameters are given in equations (5.11) and (5.12). Thaifes w, t denote the
width and thickness of the interconnebtandwe denote the substrate thickness and

effective width of the interconnect that accounts for thigagapacitance caused by the
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finite thickness of the signal conductor respectively. Thso because the electric field
will also be established between the edges of the conductbtiee reference plane for
thicker signal conductors resulting in increased capacéaHencewe is slightly wider

thanw to account for the extra capacitance.

5.3.1 Determination of Matching Capacitance Cy,)

In section 5.2, it is shown that at 6Bntechnology node and for frequencies above 1
GHz, the vias predominantly behave as inductive load. Topmmeate this impedance,
the optimal way is to connect a capacitive load at the junatibthe interconnect and
the via. Figure 5.4 shows the proposed method used to redesgnal reflection in the
two layer model in-which a matching capacitive lo&4) is added at the interconnect-
via junction. The input impedanc@;f) seen from the right terminal of the first inter-
connect layer (point B in figure 5.3) is computed by repladimgvia by its equivalent
circuit given in figure 5.2. Expression fdy, is given by,

1
joCL

Ryia+ jowLyi 1 Ryia+ jowLyi
Zin=<wa J wa)_'_{ ”(wa J V|a+202_|_<

2 Cum 2 H th))] (5.1)

whereZg,, Zi2 andC, indicate the characteristic impedance of the second ioerect
layer, terminating resistance used for S parameter asayshe input and output side

of the structure (figure 5.5) and load capacitance respgtiv

Interconnect
Metal Line

Port 1 A Layer=1

Via  |nterconnect
Metal Line
Layer =2 b Port 2

Figure 5.4: Proposed method to reduce signal reflection anléyyer model
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Port 2

E~4
Sub Height = 1.2 um

Figure 5.5: Model of two directly connected interconnegels

Simplifying equation (5.14) results in

Zin = X+ (5.15)

X+Zoo+ ——=—o—
22t [ Zp 1 1
where

- Riia+ jwlvia
=72

Signal reflection is minimum when the characteristic impegaof the microstrip line
matches with the via impedance. In such a scenario, matdiehgeen the intercon-
nect and the via can be easily achieved by connecting an pygi® matching capaci-
tance between point B and ground as in figure 5.4plfrepresents the characteristic
impedance of the interconnect between points A and B in figu4rghen we can achieve
zero reflection at the interconnect-via junction providedrapedance seen at point B

(Zmatch matches withZgy. That is to say,

1
jaCm

Zo1 = Zmatch= ( ” Zin) (5-16)

Substituting the expression fdy, in equation (5.16) and solving f@,, we get,

1 1 1
=— |>—— - 5.17
" w | Zoa x (a+ jb) (5.17)
(ctjd+1)
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where

" — Riia+ jwlvia
B 2

a= Riia— WLviaCviaZt2 + 2Z02+ 2Zi2

b = RyiaCLZi2 + Lvia + 2Z02CL Zi2

¢ = —wCyia(RiaCLZi2 + Lvia+ 2Z0:CL Z2)
d = 0Cyia(Rvia — WLviaCLZi2 + 2Z02+ 2Z;2)

The value ofCy, is adjusted for minimum signal reflection (maximum impedamatch-

ing) for a given operating frequency.

5.4 Signal Reflection Reduction in a Two-Layer Inter-

connect Structure

Two-layer and six-layer interconnect models are desigmeti ssamulated using Ad-
vanced Digital System (ADS) software. S-parameter amaligsused to analyze the
signal reflection at the input and output side of the modedkrbonnect parameters of
65-nm technology node are used in the simulations and &ed is Table 5.1 (Bagt al.,
2005).

Table 5.1: Interconnect layer thickness, width and spacing

Layer | Thickness| Width | spacing
(Hm) (um) | (um)
Metal 1 | 0.20 0.13 | 0.10
Metal 2 | 0.25 0.15 | 0.10
Metal 3| 0.30 0.17 | 0.10
Metal 4 | 0.50 0.28 | 0.05
Metal 5 | 0.80 0.40 | 0.05
Metal 6 | 1.20 0.60 | 0.02
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Figures 5.5 and 5.6 shows the interconnection of metal 5 aatdlré layers (refer
table 5.1 for layer parameters) without and with via arranget used for S-parameter
analysis. In figure 5.6, following via dimensions are coesadl: via diameter of 0.4
pm pad diameter of 0.6am, via height of 0.4umand dielectric thickness{Im In the
simulations, the values of the metal length, load capac@@n, terminating resistances

Zi1 andZ; are considered to be Orbm 0.25pF, 76 Q and 88Q, respectively.
Portl . Le B Via Pad

Via Diameter=0.4 um
Pad Diameter=0.65 um

Via
Via Height=0.6 um
Port 2

E~4 . Via Pad L=05 mm
Sub Height = 1.2 um W=0.4 um

Zt2

Figure 5.6: Model of two interconnect layers connectedufhoa via

The effect of via on signal reflection can be seen by compatiegS-parameter
analysis of two-layer interconnect structures - one in Wwhie metal layers are directly
connected as in figure 5.5 (not practical in real scenarid)tae other through a via (as
in figure 5.6). Figure 5.7 shows the signal reflection (patenfs 1) measured at point
A in figures 5.5 and 5.6. From figure 5.7, it can be seen that w@ftequency of 10
GHz, there is a significant increase in the signal reflectiothe structure employing
via in comparison to the structure without a via. This is duthe impedance mismatch

between the interconnect layer and the via.

An equivalent of the via lumped RLC model represented in thefof T network is
shown in figure 5.2. Figure 5.8 shows the input signal retbaciit point A in figure 5.6
with via and its equivalent model. Results show that both #sponses are closely
matching. Hence the model shown in figure 5.2 can be used asgtivalent of the via.
The arrangement to mitigate the signal reflection at thetionof the interconnect and
the via is shown in figure 5.9. Figure 5.10 shows the signatcatins at the input side

(point A in figure 5.9) for different capacitanc€y) values.
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S(1,1) dB

_10 L

! - - —without via
1oh---- v — with via
_14 i i i
0 5 10 15 20
Frequency (GHz)

Figure 5.7: Signal reflections with and without via

S(1,1) dB

| = = - with via equivalent circuit
— with via

0 5 10 15 20
Frequency (GHz)

Figure 5.8: Comparison of signal reflections with via and gsiealent model

It is observed that the minimum signal reflection point isetegent the matching
capacitanc&,. In this work, we are interested to have low signal refledionthe
range 1-10 GHz. By keeping the minimum signal reflection patri GHz, the theo-
retical value ofC, (Equation (5.17)) is found to be 348-. From the simulations, the
matching capacitance value is found to be 385at 5 GHz (figure 5.10), which is in

close agreement with the theoretical value.

Figures 5.11 and 5.12 show the signal reflectin)(and transmission loss${1)
at point A with and without matching capacitance (at pointnBfigure 5.9). From

figure 5.11, it can be seen that there is a clear advantageig asnatching capacitance
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Port 1 A L1 g Via Pad
Via Diameter=0.4 um
Pad Diameter=0.65 um

Via
Via Height=0.6 um
Port 2

Via Pad

_5:4

) L=0.5 mm
Sub Height = 1.2 um W=0.4 um C
z t2

- - - Cm=100f
- = - Cm=200f

S(1,1) dB

_25,

Cm=335f
-30} —=— Cm=400f
''''' Cm=500f
-35¢ : woe Cm=800f

5 10 15 20
Frequency (GHz)

Figure 5.10: Signal reflection for different matching capmawe values

to reduce signal reflections.

5.4.1 Signal Reflection Reduction in Six-Layer Structure

Analysis of the proposed method is carried out for a six{laygrconnect structure in
which the two interconnect metal lines, viz., layer 6 ancelay are connected through
five vias (Kimet al, 2005). The ADS setup for creating six-layer structure v&giin
figure 5.13. The values of the relative dielectric constdmhe substrategt[n]), height
of substrate (H[n]), dielectric loss tangent (TanD[n]),tedehickness (T[n]), conduc-
tivity (Cond[n]) and type of the metal layer (LayerType[niedisted in figure 5.13.

Capacitances are added at the junctions of each intercolayectand the via. The

131



= = = Without Matching Capacitance | |
—— With Matching Capacitance

5 10 15 20
Frequency (GHz)

Figure 5.11: Signal reflection with and without capacitaircéhe two-layer intercon-
nect model

- - - without matching capacitance
— with matching capacitance

0 5 10 15 20
Frequency (GHz)

Figure 5.12: Transmission loss with and without capaciandhe two-layer intercon-
nect model

arrangement for the connection of two interconnect linesiftayer 6 to layer 1 through
vias is shown in figure 5.14. Vias are connected with suitableensions which are

matching with the width of the corresponding interconnagels.

Figures 5.15 and 5.16 show the signal reflection and thertrissgon loss with and
without capacitances in a six-layer structure. It can bendbat, there is significant
improvement in signal reflection and transmission loss thighaddition of the matching

capacitances.
Using the proposed method, signal reflections can be redo@enhulti-layer struc-
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hetal-1

T[2]=0.25 um H[5]=1.4 um
Cond[2]=5.7e7 TanD[5]=0.02

i e Er[3]=4 T[5]=0.8 um
MLSUBSTRATES H[3]=0.8 um Cond[5]=5.7e7
Subst1 TanD[3]=0.02 T[6]=1.2um
Er[1]=4 T[3]=0.3 um Cond[6]=5.7e7
H[1]=0.5 um Cond[3]=5.7e7 LayerType[1]=signal
TanD[1]=0.02 Er[4]=4 LayerType[2]=ground
T[1]=0.2 um H[4]=1 um LayerType[3]=power
Cond[1 ]:5.787 TanD[4]=002 LayerType[4]:signa|
Erf2]=4 T[41=0.5 um LayerType[5]=ground

H[2]=0.5 um Cond[4]=5.7e7 | ayerType[6]=signal
TanD[2]=0.02 Er[5]=4

Figure 5.13: Setup for the simulation of six-layer struetur

Port 1 Le Via Pad
Via Diameter=0.4 um

Pad Diameter=0.65 um
Via1

leI Via Height=0.6 um

1

1

1

5 Vias with 1

E=4 Capacitance in

) each node
Sub Height = 1.2 um

Figure 5.14: Layer 6 to layer 1 through five vias with matchtagacitances

ture. In such structures, signal lines are surrounded hyrglpower lines for reducing
crosstalk. Hence the matching capacitances can be easitected between the ground
plane and the junction of the interconnect layer and the M matching capacitances
(Cny) can be realized using MIM capacitors (lggal., 2005). Since the value @, is

moderate, the area consumed by these capacitors will naryesignificant.

RF and mixed-signal integrated circuits employ capacitements for decoupling,
filtering etc. Metal-Insulator-Metal (MIM) capacitor is erof the widely used methods

in these applications which has high conductive electr@ieslow parasitic capaci-
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-5.5}F -

S(1,1) dB

- - —without matching capacitances
— with matching capacitances

5% 5 10 15 20
Frequency (GHz)
Figure 5.15: Signal reflection with and without the capawts in the six-layer struc-

ture

"= - - without matching capacitances
-15F\*< --| —— with matching capacitances

0 5 10 15 20
Frequency (GHz)

Figure 5.16: Transmission loss with and without the capackis in the six-layer struc-
ture

tances. In MIM capacitors, there is a thin dielectric betwaenetal layer and a special
metal layer called capacitor top metal. The planar MIM cé@pactructure offers the
advantage of flexibility in inserting it below the top met@yér of a multilevel intercon-
nect structure or between two intermediate metal levelapptications which requires
such a design. Typically, capacitance is aroufiBl Aun¥ (at the level below top metal)
and varies with different metal levels and line widths. A flegel interconnect struc-
ture in which the capacitance is realized between the sefdethl 2) and the third
metal level (Metal 3) using an extra metallic layer in ordeathieve high capacitance

value is shown in figure 5.17(Gruner et al., 2007).
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Metal 5

Metal 4

c Meta%l 3

apaciior Capacitor

Top Metal 77 DieFI)ectric
Metal 2

Metal 1 [l [ Sio,
Epi Layer
Si bulk

Figure 5.17: MIM capacitor within the stacked metallic lege

5.4.2 Scope for Frequency Tunability

The proposed method can be used to reduce the signal refletttithe junction of
the metal interconnect layer and the via for different frqgies of operation. Figure
5.18 shows the arrangement of the frequency-tunable sigfiettion reduction for the
model of two interconnect layers connected through a via.aAkiof capacitorsGm
to Cn) are connected using a set of switch8stp S,) in place of the matching capaci-
tance at the junction of the metal layer and the via. Depeanapon the frequency of op-
eration, digitally controlled switches are turned ON or GdéFas to present right value
of capacitance at the interconnect-via junction for impegematching. Although, par-
asitic capacitances of the switches need to be taken intwuatevhile computing the
optimum matching capacitance to minimize signal reflectasra given frequency, the

method helps in reducing the reflection for any frequencyparation.

Input Side

Metal Layer 1

Via
Output Side

C.m] Cm 5 ]tlfnn Metal Layer 2 —[>—

Figure 5.18: Arrangement for the frequency-tunable sigeféction reduction
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5.5 Conclusions

S-parameter analysis shows that at high frequencies odtpera portion of the signal
gets reflected due to impedance mismatch at the junctioneointerconnect and the
via. In this work, an arrangement to reduce the signal redledty adding a matching
capacitance at the interconnect-via junction is preseniéte matching capacitance
value is analytically computed and is found to be in closeagrent with the simulation
results. In the two-layer interconnect model, signal réibes are reduced to less than -
10 dB in the frequency range of 1 to 10 GHz and is below -35 dBatuned frequency
of 5 GHz. The proposed method is applied to a six-layer it@nect structure and the
signal reflection is found to reduce considerably. The alsygtem can be extended to

different operating frequencies by incorporating digyt&inable capacitive loading.
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CHAPTER 6

Interconnect Delay Reduction in Clock Network using

CRLH Metamaterial Structure

6.1 Introduction

Today'’s high speed ICs have highly complex architecturesne@dly, such systems
are developed using several sub-blocks, each sub-blo&drpeng some specific task.
Sub-blocks are connected through metal interconnect dndsclock signals are used
for synchronization. Large systems comprise one or moigkaomains and generally

clocks are routed through top interconnect layers.

With technology scaling, clocks are becoming faster antefeand the impact of
clock non-idealities such as latency, skew and jitter bexzorare pronounced in decid-
ing the system performance. Since clock signals being thleelst frequency signals
in any IC, controlling the clock non-idealities to accepealavels is a very challenging
task. In newer technologies, unless the signals are dethagrthe right place at the right
time, the benefits of scaling would eventually diminish ainaitlthe maximum speed
and efficiency of the IC chips . Hence, there is a need to retheelock non-idealites
especially in high frequency applications to improve thegkZformance. In this work,
a method is presented to reduce the latency and skew of dlpitéls using a resonating

network that employ metamaterial structures.

Metamaterials are artificially engineered structures \séhveral interesting proper-
ties that are not found in naturally occurring materialse Teft-Handed Metamaterial
is first proposed and investigated by the Russian physicstlego (Veselago, 1968).
He speculated on the possible existence of left handed ialatesith the characteristics
of simultaneous negative permittivitg)(and permeability |f) which may lead to the

unique electromagnetic properties such as the reversaladfisSaw and Doppler effect.



Structures having negatiyeande can be artificially created and are broadly classi-
fied into two types: Resonant (Pendsial, 1999) and Transmission line ((Let al,
2004)). In resonant approach, metamaterials are implexdeither by loading the host
transmission line with Split Ring Resonators (SRR) (Pemdigl., 1999) or with Com-
plementary Split Ring Resonators (CSRR) (Bonaehal, 2006). In the former case,
SRRs provide the negative effectiyeto the transmission line whereas the required
negativee is achieved by the presence of shunt wires or vias. In therlattse, CSRRs
are responsible for the negative effecttv@hereas the negative effectiygs obtained
by etching series gaps in the conductor strip. Even thougketlstructures are very
exciting, resonant based metamaterials are of little pp@anhterest for engineering ap-
plications since these structures are resonant in natute@msequently exhibit high

loss and narrow bandwidth.

A Transmission Line (TL) based structure does not suffemftbis draw back. A
lossless transmission line can be modeled as a distribi@edrtuit with a series induc-
tance and a shunt capacitance. In a TL based metamateuietust, transmission line
is periodically loaded with series capacitances and simahitctances (Lagt al., 2004).
Depending upon the dominant passive element among the serieshunt inductances
and capacitances, the structure so created exhibits Lefiéta(LH) (at lower frequen-
cies) and Right Handed (RH) (at higher frequencies) behalence, such structures
are termed as Composite Right/Left Handed (CRLH) transmissies (Sanadat al.,
2004). Some of the CRLH structures exhibit continuous traorsibetween the back-
ward and forward transmission bands and are said to be fealarithe characteristic
impedance of such CRLH structures smoothly varies with frequén the vicinity of

the transition frequency.

One of the advantages of TL metamaterial structure is tlegtdne non-resonant in
nature and consequently exhibit low loss and broad bantiwiélhother advantage is
that a TL CRLH structure can be engineered in planar configuratnd is compatible

with modern Microwave Integrated Circuits (MICS).

CRLH metamaterial structures are used in various types ofcgtigins especially
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at microwave frequencies. CRLH structures include guidedewaoperties such as
dual-band operation, bandwidth enhancement, multilayehnitecture super compact-
ness, arbitrary coupling level, zeroth-order resonancettnce, CRLH structures are
being used in some typical guided wave applications suclyasatiCoupler, Wilkinson
Power Divider, Hybrid Ring etc. (Caloz and Itoh, 2006). In geddvave applications,
energy remains essentially confined within the structuksvever, if a metamaterial
structure is open to free space, it supports a fast-wave roaktkd leaky-wave (LW)
mode. In this mode, the structure radiates and can be used astenna or as a re-
flector. Unique radiation effects may be obtained with CRLHicires due to their
rich and unusual propagation properties. Some of the typicgennas using CRLH
structure include LW antenna, Conical-Beam Antenna, Fullegicanning Antenna,
Zeroth Order Resonating antenna, Dual-Band CRLH TL Resonating &itenna etc.
(Caloz and Itoh, 2006).

CRLH as a resonator and its extraordinary resonant charstatersupporting an
infinite-wavelength wave at a finite non-zero frequency s&dssed in (Sanaad al.,
2003). In this paper, it is shown that the resonant frequefidite Zero Order Reso-
nance (ZOR) is independent of the physical length so thateakenator can be arbi-
trarily small provided that sufficient reactance can be sged in a short length. Con-
sequently, the size of a CRLH resonator is very small when coedpt the normal
resonators at microwave frequencies. Electronicallylienaero order resonator based
on CRLH-TLs is given in (Pramod and Vinoy, 2011). Tunabilityistained by use of
varactors connected in shunt to the short circuited stuso A&IRLH can be used in a
broadband differential phase shifter as one of the diffisephase-shift arm instead of

the conventional coupled line (Zat al., 2007).

In some of the microwave applications, CRLH structures arel asedelay lines.
Delay lines based on microstrip transmission lines showefolss and wider band-
width but fail to achieve longer delay owing to high speed REfowave signals.
CRLH structures are used to overcome these problems at mieecinequencies. In
(Abielmonaet al., 2007), CRLH transmission line along with two mixers and a [oags

filter provides tunable group delay for impulse and contussavave signals. Group de-
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lay tunability is possible because of the dispersion prigpafrthe CRLH transmission
line. Tunable delay is achieved without suffering from tmavdbacks of conventional
delay lines in terms of matching, frequency of operation plaghar circuit implemen-
tation. In (Abielmoneet al, 2009), CRLH structure is used as Dispersive Delay Line
(DDL) to process the signals for analog signal processirgiegtions. CRLH DDL
offers advantages such as arbitrary frequency of operatidnvide bandwidth, filling

a gap with the existing and competitive various DDL techgas (Abielmoneet al.,
2009). Application of CRLH as Delay Line Discriminator (DLD3 proposed in (Mu-
lagada and Weldon, 2010). DLD is used for the instantane®ggi€éncy measurement

and is particularly useful in radar detection systems.

CRLH structures also find applications in microelectronicsigts. In (Sebalet al.,

2007), CRLH is cascaded with a power amplifier circuit to mizienthe group-delay

of the circuit. Such an approach does not alter the origimalgs amplifier circuit
characteristics such as gain and return loss. CRLH TL for ttstgdeof dual band
high efficiency power amplifiers working in Common Emitter (GHgss is presented

in (Jimenez-Matrtiret al., 2009). The harmonic termination can be synthesized using
the metamaterial lines and particularly suitable for CElasplifiers. The nonlinear
phase response of the CRLH is utilized to design arbitrary-daatl amplifiers. In
another application, two CMOS integrated circuits are presgkthat utilize CRLH for

zero phase insertion (Podilchakal., 2009).

In addition to the normal CRLH TLs, new structures have beerldped that ex-
hibit the characteristics of simultaneous negatvend .. Some of the typical struc-
tures include Dual Composite Right/Left Handed (D-CRLH) traission lines (Caloz,
2006), Via-Free Microstrip CRLH (Eberspactledral., 2009), Reconfigurable metama-
terial based CRLH (Wiwatcharagoses and Chahal, 2011) etc. @QiRlcH structures
are used to realize Bandpass filters (&tal., 2007) and various types of other filters.

These filters offer advantages in terms of compact dimessaod low loss.

In the literature, it is found that CRLH structures are widedgd as delay lines in

various applications. In microwave applications, delaglotk signals when transmit-
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ted through metal interconnects is an important issue [secatsuch high frequencies,
even a delay of a few pico seconds is detrimental to the priypetioning of the cir-
cuit. In this work, it is shown that the delay in the propagatof clock signals in a long
interconnect can be considerably reduced by augmentinghta\CRLH metamaterial

structure that resonates at the desired clock frequency.

6.2 Theory of RH, LH and CRLH Transmission Lines

6.2.1 RH-TL and LH-TL

Transmission lines have positigeandp and are termed as Right-Handed (RH) materi-
als. An infinitely small section of the RH TL is represented ksedes inductance and
a parallel capacitance as shown in figure 6.1(a). For RH-Thase velocity and the

group velocity have positive values.

Transmission line, with a negative phase velocity (but &igositive group velocity)
would be useful in some applications. The equivalent cirafithis transmission line
will consist of a series capacitance and a parallel indwetaand is shown in figure
6.1(b). This type of transmission line does not exist in pcac but a structure can be

created which will have these properties.

LR CL
¢ ‘L
(@ (b)

Figure 6.1: Equivalent circuits of (a) RH-TL and (b) LH-TL

In figure 6.1, C, L, andC, indicate the distributed inductances and capacitances

of RH-TL and LH-TL respectively (all values are per unit lemgt For the equivalent
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circuits shown in 6.1, expressions to calculate the projpagaonstanty) and the char-

acteristic impedanceZ) are given by

y=yZ (@Y (w)=o+jp (6.1)
_ [Z(w)
Zo=\|y ©) (6.2)

whereZ (w) andY'(w) denote the impedance of the series branch and the admitiéince
the parallel branch respectively. The parameteedf3 indicate the attenuation con-
stant and phase constant respectively. If it is assumedftadine is losslessu(= 0),
then the propagation constant is pure imaginary, whilertigedance is pure real. Ex-
pression for the impedance and admittance of RH-TL shown urdi.1(a) is written
as

Z () = joLg and Y(w)= juCx (6.3)

Substituting equation (6.3) in equations (6.1) and (6.2) get

/

/! ! L
BruH-TL=W\/LgCr and ZRrH-TL= C?R (6.4)
R
Equation (6.4) indicates thBgry_1L > 0. Impedance and admittance of LH-TL shown

in figure 6.1(b) is written as

Z () = - 1, and Y (w)=- 1, (6.5)
JaC, jol
Substituting equation (6.5) in equations (6.1) and (6.2) get
1 L,
Bi-TL=———— and Zn-TL=4/ = (6.6)
/L CL C

Equation (6.6) indicates th@t 1. < 0. Equations (6.4) and (6.6) are termed as
dispersion equations for RH-TL and LH-TL respectively. Thage velocity\; = %’)

for both RH and LH TL is obtained from the dispersion equati(4) and (6.6). It is
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itive for RH-TL and tive for LH-TL. Th locifwg = =1~ | i
positive for and negative for e group velocifyvg (dB/dw) is
positive for both RH-TL and LH-TL. Therefore, the energy spart is from generator
to load in both the cases, but for LH-TL case, due to the faatttie phase velocity is

negative, the wave is propagated backwards (from load tergéor).

6.2.2 CRLH Transmission Lines

The equivalent circuit of CRLH-TL is a combination of the eqent circuits of RH-

TL and LH-TL as shown in figure 6.2. For this circuit shown inuiig 6.2 (Laiet al,,

Vin L 2&; . Vout
L

\|
)
)

Figure 6.2: Equivalent circuit model of CRLH TL

2004), impedance and admittance are given by

Z/(oo) =] <wL;Q— o;:' ) and \/((u) =] (waq— ! ) (6.7)

!
L b

If we consider lossless circuiti(= 0), we get

/ 1 / 1
=—/|wlg—— | [Cr——F ] <0 for w < 6.8
BcRrLH \/( R wC)( R ooL) wr1 (6.8)

L L

! 1 / 1
=+ /(Wlg—— ) (WCr——F | <O for w > 6.9
BcrLH \/( R (;JC>( R ooL) wWr2 (6.9)

L L

where

! ] (6.10)

1 .
VLRCL /LiCr
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Wro = max[ ! : ! ] (6.11)
whenwr; < ® < wrp, B is an imaginary number and thereforés a real number
which means that the signal on the line is attenuated andriti@tdoehaves as a band-
stop filter. Ifwry = wr2, then their is no stop-band. Under the conditionpf # wro,
CRLH is said to be in unbalanced condition, while @11 = wr2, CRLH is termed as

balanced.

Under the condition ofor; = wra, LsC, = L, Ck. In that case,

_ o1
B = wy/LiCh w\/ﬁ (6.12)

If B =0, equation (6.12) becomes
1
(kb - / / / /
\4/ LrCLLLCR

wherewy is termed as transition frequency point. The dispersioh @ld®mega ()

(6.13)

versus Beta[f) is obtained using equations (6.8), (6.9). Figure 6.3 shdisgersion
plot comparison of balanced CRLH structure with that of Puré Band (PLH) and
Pure Right Hand (PRH) materials (Caloz and Itoh, 2006).

Omega
A
PLH-TL ~ RH-TL
Transition
Frequency )
Point CRLH-TL
(Wp)
- Bet>a

Figure 6.3: Dispersion of CRLH compared with PLH and PRH maeria

In equation (6.13)uy is the point at whicl3 = 0 which implies that guided wave-

length \g) is «. The parameteky is defined ag/ f wherecis the speed of light in free
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space and is the signal frequency. This is the condition for Zero OrBessonance
(ZOR). In this work, this property is used to show that the déhathe propagation of
clock signals in a long interconnect can be considerablyaed by augmenting it with
a CRLH structure. A ZOR behaves as a shunt LC resonator witmaese frequency

of (Sanadat al., 2003)
1

VLiCr

Hencewyzor does not depend on the physical length of the resonator. eAtréimsition

WzOR= (6.14)

frequency ({C, = CglL ), phase fiqc(w = ax)) of the CRLH structure becomes zero.

6.3 CRLH System to Reduce the Interconnect Delay

A CRLH system to transmit a clock signal in a long interconngee vith minimum
delay is shown in figure 6.4. The CRLH structure is implementsidgi microstrip
transmission lines as shown in figure 6.5 (Ztwal, 2007). The set of microstrips in
figure 6.5 form the inter digital capacitors. Both the endsefgtructure are connected
to the ground plane through vias forming stubs that are ridadly equivalent to an
inductor. The overall structure is electrically equivdlémthe circuit shown in figure
6.2.

Interconnect Interconnect

Metal Line Metal Line \%
Vin CRLH out

Structure

I

Figure 6.4: Proposed CRLH based clocking system

The contribution@[_ andL]_ in figure 6.2 are provided by the inter digital capacitors
and stub inductors whereas the contributi@asndL come from their parasitic effects
and has an increasing effect with increase in frequencibs. parasitic inductandﬁiQ

is due to the magnetic flux generated by the currents flowinggathe digits of the
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Figure 6.5: CRLH structure using microstrip lines

capacitor and the parasitic capacitaﬁ]égis due to the parallel plate voltage gradients

existing between the trace and the ground plane.

6.4 Simulation Results

The structure shown in figure 6.4 is simulated using AgileBSA Dimensions of the
structure are optimized for zero order resonance at 10 GHe .cbdrresponding dimen-

sions of the CRLH structure are given in Table 6.1.

The behavior of the CRLH system is compared with that of theleggransmission
line structure (termed as RH TL) using S-parameter analysitie simulation, receiver
part is modeled as load capacitanCg)( The transmission characteristic plot (S(2,1)
in dB) of the CRLH structure is shown in figure 6.6 and is similathat of a band
pass filter response. At low frequencies, CRLH TL behaves lillLH TL and at
high frequencies, the structure behaves like a PRH TL. At thikiofrequencies, the
transmission characteristics depend on the combinatidrtHodnd RH contributions.
Whereas, characteristic plot of a TL is similar to that of a joass filter and is shown
in figure 6.7. Figure 6.8 shows the reflection response (31 dB) at the input side of

the CRLH system and the reflection is minimum at 10 GHz.
To determine the transition frequency of the CRLH system, edispn curve {
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Table 6.1: Dimensions of the CRLH system

Structure Dimensions| Unit
Finger length (L) 250 pm
Metal interconnect length 250 pm
Finger width (W) 8 pm
Length of the stub (H) 190 um
Via diameter 6.4 pm
Number of fingers 3 -
Load capacitanceX) 100 fF
0
_2,
_4,
S
iﬁ -6
@
_8,
_10,
-12 i i i i
4 6 8 10 12 14

Frequency (GHz)

Figure 6.6: Transmission characteristic of the CRLH struectur

5 10 15
Frequency (GHz)

Figure 6.7: Transmission characteristics of the TL
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S(1,1) dB

6 8 10 12 14
Frequency (GHz)

Figure 6.8: Signal reflection at the input side

versuspd) is plotted as shown in figure 6.9. The propagation cons{@nis(obtained

from transmission parameter (S(2,1)) of the CRLH TL as
B=—¢"""PxS5(2,1) (6.15)

Phase of S(2,1) is a curve varying betweemand+Tmtwhereas the dispersion charac-

13

= - =
o = N
; : :

Frequency (GHz)
(o]

5 i i i i
-3 -2 -1 0 1 2
Beta(radians)

Figure 6.9: Dispersion plot of the CRLH structure
teristic3 is a continuous function of frequency. Hence the phase qfisiQunwrapped

in order to restore the continuous naturgdofn the dispersion plot shown in figure 6.9,

phase angle is zero at 10 GHz. Hence this is the zero ordemaes@requency of the
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Figure 6.10: Dispersion plot of the transmission line

designed CRLH system. Whereas the dispersion plot of the tiasiem line is positive

linear and is shown in figure 6.10.

Zero order resonant frequency depends on the shunt LC tacikitcfL, andCR)
(equation (6.14)). The capacitance of the inter-digitiiegers is decided by its length,
spacing between the digits and the width of the digits. Tlael lcapacitance() and
the physical dimensions of the CRLH structure, namely, lenfjthe stub (H), spacing
between the fingers (S) and the width of the digital fingers (Yé)\aried to analyze

their effect on the resonant frequency of the system.

Electro-magnetic simulations are performed for differgabmetries as shown in
Table 6.2. Simulations are carried out by varying one of theameters (H, S, W or
Cp) of the CRLH structure keeping all other parameters fixed. &itran results for

different geometries shown in Table 6.2 are plotted in figd 1 to 6.14.

Table 6.2: Physical dimensions of the CRLH structure for diffé cases
Physical Values
Parameters
Simulation 1| H (um) 150| 170| 190 | 210 | 230
Simulation 2| S (hm) 24 |30 |40 |50 |60
Simulation 3| W (um) 8 12 |16 |20 | 23
Simulation 4| C_ (fF) 100| 300 | 500 | 700 | 900
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As the stub length increases, resonant frequency margidetireases as shown in
figure 6.11. This is due to the increase in the LH inductan(teev@'L). When the
structure is operated at the resonant frequency and as dlocengbetween the fingers
is increased, the minimum signal reflection point shiftsaoi¥g left. This is because,
as the spacing between the fingers increa@'@sjecreases and at the same ti@i@
increases due to increase in the voltage gradient exisetgden the trace and the
ground plane. Hence the effective capacitance increasetharamount of reflection
changes as shown in figure 6.12. Increasing the width of tigefmincreases resonant
frequency. As the width increases, capacitance assoaidthdeach finger increases
and the total capacitance decreases because of the saresction of capacitances.
On the contrary, with the increase in load capacitance n@sdrequency decreases as

shown in figure 6.14.

R
-10F

m —-20F
©
a
) ,
¥ -30¢ :s{‘ Wi |- e —H=170um ||
H=190um
- - —~H=210um
—401 coxe H=230um | |

_50 I I I
6 8 10 12 14
Frequency (GHz)

Figure 6.11: Variation in signal reflection with changestibsength of the CRLH

The circuit shown in figure 6.4 is excited with a square wagaai (clock signal)
(period 100 ps with a rise and fall time of 10 ps), the outpuhiphase with the input
signal. Table 6.3 gives the delay comparison in a transomnsgie with and without
the CRLH structure for different load capacitance valuesnable 6.3, it is observed
that the clock signal delay is considerably reduced whepamated through the trans-
mission line with a CRLH structure. Further, delay is found ¢dldrgely independent

of the length of transmission line and load capacitance.
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Figure 6.12: Variation in signal reflection with changespacng between the fingers

in CRLH
0
_5 [
_10 L
-15¢ 5
m
© -207 %
- "1’11 =
o o5l ¥ \‘m__; W_8um |
(%) J 1 - % -W=12um
-30} \ l\l e - =-=-W=16um |
Y e W=20um
S35 W=23um
_40 L
-45 : :
6 8 10 12 14

Frequency (GHz)

Figure 6.13: Variation in signal reflection with changesha width of the fingers

Table 6.3: Delay comparison in a transmission line with aittiout the CRLH struc-

ture

Serial | Load Capacitance Delay in TL with | Delay in TL without
No. (C) (fF) CRLH structure ps) | CRLH structure p9)

1 10 1 10

2 50 1 12

3 100 1 15

4 200 1 20

5 250 1 24
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Figure 6.14: Variation in signal reflection with changeshia toad capacitance

6.4.1 Example: Application of a CRLH Structure in Pipeline Stages

The overall size of the CRLH cell is in hundreds of microns evanaf resonant fre-
guency of 10 GHz. If the source node (e.g., buffer output)taedoad node (e.g., input
of a flip flop) of a clock network have distances less than a &g bf microns, CRLH
structure will not be a good choice. In such short range chliskibution networks,
metal interconnects without CRLH structures are preferré CRLH based clocking

network is useful when clock signals need to be sent oveanlists exceeding 5Q0n

For system having a regularly spaced clock load such asipgstiages, clock skew
can result in data hazards. To model the efficiency of the CRIttit&tre for such
applications, a regularly spaced series and paralleliloliséd load as shown in figures
6.15and 6.16 is considered. Simulations are carried oegttree effect of variations in

Interconnect Interconnect Interconnect

Legth 1 Legth 2 v Legth 4

CRLH Voutl Vout2 out3 Vouta
System ° T‘:’l
c c

Square L1 L2 C C
1 1 I= I+

Figure 6.15: Model 1 : pipeline stages in series

load capacitanceX) and the interconnect lengtfi,( for the two models (Figures 6.15
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Figure 6.16: Model 2 : pipeline stages in series and parallel

and 6.16). Results in both the cases are almost identicat anolaserved that the clock
signal is not affected as long as the interconnect lengthlatbad capacitance values
are within certain bounds. Table 6.4 and 6.5 shows the uppends for the length

and the load capacitance values for different number of@ecbf metal interconnect

and load. If the length of the interconnect is increased bdybe upper bound, the
amplitude of the clock signal increases. This can be at&ibto the increase in the line
inductance resulting in excessive overshoots and undetshOn the other hand, if the

load capacitance is increased beyond the upper limit, ek dignal attenuates due to

loading effect.

Table 6.4: Upper bound of andC, for different number of sections in Model 1

Number of| MaximumT_ (um) when| MaximumC (fF) when
Sections C.=50fF T =125um

1 600 165

2 220 95

3 120 65

4 100 55

Table 6.5: Upper bound o, andC, for different number of sections in the lower

branch in Model 2

Number of| MaximumT_ (um) when| MaximumCy, (fF) when
Sections C.=50fF T =125um

1 600 80

2 200 55

3 100 38
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6.5 Conclusions

In this work, it is shown that the delay in the transmissioclotk signals over long in-
terconnects can be reduced by augmenting a CRLH metamateuctiuse with the in-
terconnect line. Further, such an arrangement also eltesrithe need for clock buffers
at regular intervals. The designed CRLH structure is founc$omate at a frequency
of 10 GHz and offer zero delay to the clock signals when operat its resonant fre-
guency. Analysis shows that the resonant frequency chawmigieshe variation in the
physical parameters of the structure. Further, the effiecaations in the load capaci-
tance and the interconnect length on resonant frequencgigndl delay are studied. It
is found that the delay in clock signal is not affected as laaghe interconnect length

and the load capacitance values are within certain bounds.
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CHAPTER 7

Conclusions and Scope for Future Work

7.1 Thesis Outcome

This thesis mainly focuses on improving the performancenedloip intermediate/global
interconnect lines in GHz regime. The issues addressedkithisis include modeling,
crosstalk estimation in multi-coupled interconnects,imiming the signal reflection at
the interconnect-via junction, reducing delay in long intanect lines by using res-
onant interconnect structures and reducing the clock dehalyskew by using CRLH

metamaterial in the clocking network.

In this thesis, interconnects are modeled as distributed ®@bh&twork using state
space approach. Generalized state space matrices areddensingle, coupled, and
T type interconnects. Models of couplédandT type interconnects include mutual in-
ductance and coupling capacitance effects between theesdjines and the branched
segments. Since the derived state space matrices are modukture, interconnect
metrics for any length and for any arbitrary Manhattan geloyrean be estimated. This
is demonstrated by modeling a generic interconnect of tufonk structure and the

results are verified by comparing the model output with SPIiGtuktion.

Crosstalk noise estimation in the victim line of the two-cleapinterconnects is
presented using the generalized state space matrices., iAisodemonstrated that
these models can be extended to estimate the coupled ndtizgesin the victim lines
of multi-coupled interconnects for different input swiich conditions. Further, it is
shown that the order of a large RLGC network can be effectivetiuced to a lower
order by Model Order Reduction technique using Moment Matgnethod to reduce

the computational complexity of estimating the intercastmeetrics.



A resonant interconnect network employing an active inoluftr signal delay re-
duction is presented. When the data is sent at the resonguiefiey of the network,
the delay introduced by the interconnect is found to be mimm Since clock signals
switch continuously, this scheme can be effectively usedlfick signals as well. It is
shown that by replacing passive inductor with an active aboluin the resonant inter-
connect section, the latency is reduced by 24%. From thelledicns, it is found that
the silicon area required to fabricate an active inductor.binH is approximately 24
times less than that of a passive inductor. In addition t®, #malysis of crosstalk noise
voltage(s) on the victim line(s) of the coupled-intercotiseemploying active inductors

is found to be considerabely reduced.

At GHz frequencies, interconnects behave as transmissies &nd the impedance
discontinuity at interconnect-via junction causes sigeéections. A methodology to
minimize the signal reflection at the interconnect-via piotby incorporating an addi-
tional capacitance for impedance matching is presentetheltwo-layer interconnect
model connected through a via, signal reflections are rethackess than -10 dB in the
frequency range of 1 to 10 GHz and below -35 dB at the tunediéecy of 5 GHz.
The proposed method is applied to a six-layer interconreattsire and the signal re-
flection is found to reduce considerably. The above methadeaextended to different

operating frequencies by incorporating digitally tunatdg@acitive loading.

To reduce the latency/skew of clock signals when transchiieer long networks,
CRLH metamaterial structure as part of the clock network toielate the clock latency
is presented. Also, such an arrangement eliminates thefaeeldck buffers at regular
intervals. The CRLH structure can be designed to resonate/ dtexquency (at 10 GHz

in this work) and is found to offer almost zero delay over l@hack networks.

7.2 Scope for Future Work

The present work deals with improving the performance of OwiK interconnects

by making use of circuit level and structural modificatiofifie various modifications

156



suggested in the thesis for improving the interconnectoperdnce is based purely on
simulation results. However, the actual improvements @sden only when these are
implemented at a given technology node and compared witkitilation results. The

actual implementation can be taken-up as a future work.

At an architectural level, 3-D IC’s are gaining prominence Variety of reasons
and reduction of interconnect delay is one key parameteR I38‘s can also facili-
tate integration of heterogeneous technologies in ondestigp. However, all these

advancements will take considerable time before they bedodustry standards.

Some of the recent works have shown the comparison of Carboo Nebes (CNT)
with copper interconnects and suggest CNT's as future ioterects. However, the use
of CNT’s as interconnects in highly complex IC’s is yet to be destrated. Thus a
performance comparison of the schemes suggested in thikswitbr CNT’s would give

a better understanding of how the technology could evolvature.
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