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ABSTRACT

In recent years, the rapid advances in multimedia technology have led to grow

the multimedia documents explosively. In order to utilize the multimodal

information of multimedia documents, sophisticated knowledge discovery

systems are required. The knowledge discovery systems require efficient

multimedia mining methods to extract the meaningful and useful information

from the huge volume of multimedia documents. The success of multimedia

mining relies on the representation of multimedia documents and its multimodal

contents. The appropriate representation of multimedia documents discovers the

useful patterns that can be used to assist the multimedia mining methods in

discovering the useful knowledge. The multimodal nature of multimedia objects

is the challenging problem for the multimedia document representation, as the

features of multimodal objects are in different space with different characteristics

and dimensionalities. Representation of multimodal multimedia objects in a

unified feature space helps the multimedia document representation and

multimedia mining methods. The research work in this thesis proposes the

multimedia data representation methods, multimedia document representations,

and multimedia mining methods for the effective knowledge discovery in

multimedia documents.

In the first methodology, this thesis aims at the representation of multimodal

multimedia objects in a unified feature space. We propose two multimedia data

representation methods, Multimedia To Signal Conversion (MSC) and

Multimedia to Image Conversion (MIC) to represent the multimedia objects in a

unified domain. The MSC represents the multimedia objects in frequency

domain by converting the multimedia objects as signal objects. The MIC

converts the multimedia objects as image objects to represent them in spatial

domain. The multimedia objects in unified domain are represented in the unified

feature space using the features with similar dimensions and characteristics.

Hence, both the multimedia data representation methods convert the



multimodal multimedia documents as unified multimedia documents. The

unified multimedia documents ease the representation of multimedia documents

and improve the efficiency of multimedia mining methods. The proposed

multimedia data representation methods are effectively used for knowledge

extraction from multimedia documents.

In the second methodology, this thesis presents the two multimedia document

representations, Multimedia Suffix Tree Document (MSTD) and Multimedia

Feature Pattern Tree (MFPT) to represent the unified multimedia documents.

The MSTD represents the unified multimedia documents based on shared similar

multimedia objects among the documents. The similarity between the

multimedia objects depends on the similarity of the features. The MFPT

represents the documents based on shared similar feature patterns of the

multimedia objects. Both the representations are compact and provide the

complete information of the documents. They function as the platform for the

multimedia knowledge extraction methods.

In the third methodology, this thesis explores the multimedia mining

methods based on the MSTD and MFPT representations. The MSTD and

MFPT based classification algorithms effectively classifies the multimedia

documents. The multimedia documents are partitioned into clusters of same

multimedia concepts using the MSTD and MFPT based clustering algorithms.

The MSTD representation extracts the frequent multimedia patterns to generate

the multimedia class association rules for classifying the multimedia documents.

The MFPT representation extracts the sequential multimedia feature patterns to

derive the multimedia class sequential rules that support the classification of

multimedia documents based on the object characteristics.

The efficacy of the proposed methods is evaluated by conducting the

experiments with four datasets of multimodal multimedia documents.

Experimental results demonstrate that the proposed multimedia data

representation methods benefit the multimedia document representation and

multimedia mining methods by representing the multimodal multimedia objects



in a unified feature space. The proposed multimedia document representations

are effectively used to enhance the performance of multimedia mining methods

in discovering the knowledge from multimedia documents.

Keywords: Knowledge discovery, Multimedia documents, Multimedia

document representation, Multimedia data representation, Multimedia

mining, Classification, Clustering, Frequent multimedia patterns,

Multimedia class association rules, Sequential multimedia feature patterns,

Multimedia class sequential rules
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Chapter 1

Introduction

In recent years, due to the rapid advances in multimedia technology, multimedia

objects such as texts, audios, images, videos, graphics and animations have been

growing at an unprecedented speed. The vast amount of multimedia objects

contains the rich information that can be used in various applications such as

education, entertainment, information retrieval, security and medicine. This

knowledge enriched multimedia objects cannot be represented in the traditional

database structures as they are multimodal, unstructured and unordered.

Multimedia objects are defined in terms of the media types they belong.

Multimedia objects are diverse with different characteristics which are perceived,

stored and processed in various modes. In general, the information about a

multimedia concept is embedded in multiple forms of multimedia objects.

Multimedia document (MMD) encloses the information of a semantically related

multimedia concept in multimodal forms (Yoshitaka and Ichikawa, 1999). It is

multimodal in nature due to its multimodal contents associated with unique

multimodal features. Each MMD is labeled by the concept of its multimedia

contents and identified by the unique identifier. For example, the MMD that has

the information of tiger in the form of images, audios and text documents is

labeled as ’Tiger’. Similarly the MMD ’Guitar’ has multimodal information

about the concept ’Guitar’. MMD can be in many forms such as a single image,

a single video, a single audio, an image with caption or the collection of images,

audios, texts and videos. Our research work focuses on the MMDs that are the

collection of media objects images, audios and texts related to same multimedia

1



Figure 1.1: MMD ’Guitar’, enclosing the media objects of guitar

concept. Figure 1.1 shows the example of MMD of ’Guitar’ which has guitar

images, guitar sounds and textual information of guitar.

With the vast amount of MMDs, manual analyzing will be inefficient, time

consuming and tedious. The existing knowledge extraction methods are basically

applied to unimodal documents such as texts, images and audios. They require

additional processing to manage the MMDs. In order to organize, analyze and

discover hidden knowledge of the multimedia documents, the sophisticated

multimedia knowledge discovery methods are required.

1.1 Knowledge Discovery in Multimedia

Documents

Knowledge discovery in multimedia documents (KDMD) discovers the hidden,

understandable and useful knowledge in a massive amount of multimedia

documents. The main components of KDMD process include multimedia

document selection, multimedia document processing, multimedia document

mining, multimedia pattern evaluation and multimedia knowledge interpretation.

2



Multimedia document selection process selects the MMDs relevant to the

analysis task using the prior knowledge of the concept. For example, the

knowledge about a sport is necessary while mining any multimedia documents

related to sports. The multimedia document processing prepares the MMDs for

knowledge extraction. It processes the MMDs and represents them in a form to

assist the multimedia mining process. Multimedia mining also known as

multimedia pattern discovery is the most essential step of KDMD process,

discovers the interesting multimedia patterns using the intelligent techniques.

The multimedia patterns are evaluated using the pattern evaluation process.

Finally, the extracted patterns are presented in a more convenient and

understandable form using the knowledge representation methods. Although the

useful knowledge are discovered by multimedia mining methods, the success of

multimedia mining relies on the processing of MMDs. Hence, the multimedia

document processing and the multimedia mining are the two essential

components of KDMD process.

1.2 Multimedia Document Processing

The main task of multimedia document processing is to process and represent

the MMDs for the discovery of knowledge. Multimedia document representation

portrays the multimedia documents in an appropriate representation based on

the representation of multimodal multimedia objects. Multimedia data

representation represents the multimedia objects in an abstract feature space by

discovering the important features of multimedia objects. So, the multimedia

data representation and the multimedia document representation are the

important processes of multimedia document processing.

3



1.2.1 Multimedia Data Representation

Multimedia data representation is a very important component of knowledge

discovery process, as to a great degree the success of KDMD process relies on the

representations of data features. It represents the multimedia objects as useful

information that would facilitate the multimedia mining process. It comprises of

cleaning, transformation and feature extraction methods. The cleaning process

reduces the unwanted noise from the multimedia data. The transformation

process transforms the multimedia data into a form suitable for feature

extraction. The transformed data are represented in an abstract feature space

using the feature extraction process.

The representation of multimedia object depends on its modality. The

multimedia objects of different modality require different cleaning,

transformation and feature extraction methods for each modality of data. The

multimedia documents with multimodal objects is the big challenge for KDMD

process as it has different feature spaces with different characteristics and

dimensionalities. During the last few years, in order to analyze the MMDs, some

approaches employed one modality object, neglecting the other modalities. The

main issue in these approaches is the selection of a particular modality of data.

Although the multimedia objects of an MMD are from different information

sources, they semantically complement each other. With the availability of

universally understandable multimodal multimedia data, their effective use will

be beneficial for many applications. Moreover, combining the outputs of several

information sources may reduce the risk of an adverse selection of a poorly

performing information source. Also, the information from multimodal data

provides more information than a unimodal data. Even though the multimedia

objects such as texts, images and audios are individually ambiguous, their

integration will reduce the ambiguity. For example, the word Tiger may be the

person’s name or an animal or airways name. However, the integration of word

Tiger and tiger image confirms that the concept is about tiger. Similarly, the

visual and audio information provides more information to detect and
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distinguish tiger from cat. In many applications one modality of data may

coexist with other modalities. Therefore, the use of multimodal multimedia data

will be advantageous in increasing the efficiency of KDMD process.

The multimedia objects in different feature space complicate the process of

multimedia document representation. The improper representation of MMDs

affects the efficiency of multimedia mining tasks. In recent years, the multimodal

multimedia objects have been represented by integrating them using various

multimedia fusion approaches. The multimedia fusion approaches are broadly

classified as feature level fusion and decision level fusion (Atrey et al., 2010). The

feature level fusion also known as early fusion, integrates the features of different

modality of objects before the main processing is performed. The features are

combined either by concatenation or mapping in a sub space. Early fusion

approaches preserve the multimodal correlations and require only one classifier.

The decision or late fusion achieves the final result by integrating the results

obtained by processing the each modality of objects independently. It has the

advantage of selecting the suitable learning approach for each modality. Some of

the works employed the combination of these two fusion approaches to integrate

the multimedia objects to make use of the benefits of both the methods.

1.2.2 Multimedia Document Representation

The multimedia document representation describes the approach of extracting

meaningful patterns from the MMDs. It represents the MMDs in a more suitable

representation to assist discovering the useful patterns in the mining process. The

proper representation reduces the search time and memory space requirements,

thereby benefiting the overall knowledge discovery process. Also, it discovers the

useful patterns embedded in the documents to assist the multimedia mining tasks.

Generally, the document information retrieval methods rely on the Vector Space

Document (VSD) model (Salton et al., 1975) that represents the documents as

a feature vector of words. The main drawback of VSD model is the VSD based

knowledge extraction methods make use of single words which gives the vague
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information. In contrast to VSD model, an n-gram based tree model known as

Suffix Tree Document (STD) model has been used (Zamir and Etzioni, 1998) to

represent the documents. Suffix tree is a rooted tree having internal nodes that

represent the common n-grams shared by the documents. The documents that

share more internal nodes are considered as more similar. Both the VSD and

STD models are used to represent the text documents based on the number of

similar words between them. They have limitation in managing the MMDs due

to their multimodal nature.

1.3 Multimedia Mining

Multimedia mining can be defined as the analysis of large amounts of

multimodal multimedia documents to discover the useful patterns that cannot be

accessed by normal queries. It incorporates the strength of knowledge enriched

multimedia data and intelligent mining techniques to extract the implicit

meaningful patterns from multimedia documents to provide the useful knowledge

for various applications. The unstructured and multimodal nature of multimedia

data makes the multimedia mining process more complex compare to traditional

business data. However, the objectives of the many multimedia applications are

more successfully achieved with multiple modalities than the single modalities

alone. The most common multimedia mining techniques that utilize the

multimodal multimedia data are classification, clustering, frequent pattern

mining, and sequential patterns mining.

Multimedia Classification

Classification is the process of discovering the predictive learning function to

distinguish the concepts of data classes in order to predict the class of unknown

data (Han et al., 2011). It is a supervised technique of mapping the target data

to the predefined groups or classes. It has two phases. The first phase is the
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training phase that builds a classifier from the existing data to describe their

associated class labels. The testing phase classifies the unknown data based on

the learned model. The most widely used classification approaches are support

vector machines, k-nearest-neighbors, decision tree and Bayesian classifier. The

other popular classification methods include neural networks, Bayesian belief

networks, fuzzy logic and genetic algorithms etc. For a good classification,

reduction of the noisy data and irrelevant attributes is necessary. The efficiency

of the classification relies on the representation of data and the selection of

distance measure. Some of the multimedia applications soccer goal detection,

commercial detection, spam images detection, auto annotation of multimedia

objects, news story segmentation, etc. are well classified with multiple modalities

compared to the single modalities. The success of multimedia classification

depends on the selection of appropriate classifier for multimedia objects.

Multimedia Clustering

Clustering is the process of dividing a group of data into a number of clusters of

similar data. It is an unsupervised approach that does not use any predefined

classes and forms the clusters based on self similarity. Clusters are formed based

on the rule such that the data within a cluster must be highly similar and very

dissimilar to data of other clusters. Some of the popular applications of

multimedia clustering include social event detection, image clustering, video

clustering, multimodal news story clustering, web document clustering,

clustering of speakers etc. Multimedia clustering is used to learn the correlations

among the multimedia data.
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Mining Frequent Multimedia Patterns and Multimedia

Associations

Frequent pattern mining (Agrawal et al., 1993) is a method of finding relationships

among the items in a database. The extraction of frequent patterns helps in mining

the interesting relations among the data. Association rule mining (Agrawal et al.,

1993) generates the descriptive rules using the frequent patterns that discover

the relationships among the set of items in a dataset. The usefulness of rules

can be extended to develop the association rule based classification model (Ma,

1998). Association rule mining is used to find the multimodal correlations in many

multimedia applications such as event detection in videos, image retrieval, feature

detection, concept mining and medical image diagnosis.

Mining Multimedia Sequential Patterns and Sequential

Rules

Sequential pattern mining (SPM) is a method of extracting the sequential

patterns, itemsets or sub-sequences (Agrawal and Srikant, 1995). In SPM, the

sequences maintain the order of itemsets. Sequential patterns are used to

generate the sequential rules (Liu, 2007). With the set of data sequences, the

sequence rules are termed as class sequential rule (CSR) as each data sequence is

labeled by the class label. The CSRs are used to classify the unknown data

sequences by learning the labeled data sequences. The SPM is used for the

classification of images and audios by discovering the sequential patterns of the

media objects.

1.4 Multimedia Information Retrieval

Multimedia information retrieval (MIR) brings the multimodal objects together

by matching the multimedia content and thus by satisfying the user's needs. A
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multimedia search and retrieval engine should allow the users to express their

query in any suitable form and retrieve the information in any suitable forms.

Also, the users should be able to get the complete view of the retrieved

information.

Prior to the introduction of content based media retrieval, the text based

searching has been used to retrieve the annotated media. With the evolution of

vast multimodal multimedia data, the use of traditional text based search has

been considered inefficient. The manual process of annotating media is

complicated, timely and costlier. Some annotation failed to describe the media

where as some multimedia data cannot be easily described in words. Hence, the

multimodal nature of multimedia data has raised a demand for a powerful

content based retrieval system. The content based retrieval system performs

searching based on the content of media by avoiding the manual annotation. The

content based retrieval methods allow the user to submit media object as query

and gets the similar media objects as result. However, in content based retrieval

methods, the modality of the query object and returned results are same. In

order to exploit the multimodal correlations of multimedia objects, a powerful

content based cross media retrieval approach has been emerged. In cross media

retrieval, the modality of query object and retrieved results need not be same.

Cross media retrieval is helpful as an auxiliary tool when the traditional content

based multimedia retrieval is insufficient. For example, with the image of a bird

it is possible to retrieve the text description or the chirping sound of that bird

without knowing the name of the bird. However, the cross media retrieval

methods are literally unimodal as they manage query and results of single

modality. The necessity of utilizing multimodal objects both in queries and

results had driven a way to the emergence of multimodal retrieval systems.

Multimodal retrieval methods allow the multimodal queries and retrieve the

multiple media objects simultaneously. The multimodal retrieval accepts the

multimodal MMD as query and retrieves the similar multimodal MMDs.
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1.5 Motivation

With the availability of multimodal information, many multimedia areas such as

education, medicine, entertainment, security and information retrieval require

the effective utilization of multimedia information for the successful achievement

of their applications. Multimodal information necessitates sophisticated

multimedia mining methods. The efficiency of the multimedia mining methods

relies on the effective representation of multimedia documents which in turn

relies on the representation of multimedia objects. The existing document

representations are not suitable for MMDs due to the multimedia objects.

Moreover, the divergent features of multimedia objects are the main hurdle for

multimedia document representation and multimedia mining. Therefore, the

multimodal data representation and multimedia documents representation are

the two main challenges for knowledge discovery in multimedia documents. Our

research work focuses on the development of effective multimedia data

representation methods and multimedia document representations for the success

of KDMD process. The objectives of the research work are motivated by

following factors.

Multimedia Data Representation

Generally, the multimodal multimedia objects are represented in multimodal

feature space. The multimodal features complicate the process of multimedia

document representation and multimedia mining. The unified representation of

multimedia objects use the same feature extraction methods resulting in the

features with same dimensionalities and similar characteristics. The features in a

unified feature space facilitate the multimedia document representation and

multimedia mining methods thereby improving the efficiency of the multimedia

knowledge extraction.
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Multimedia Document Representation

The appropriate representation of MMDs discovers the useful patterns of the

documents and preserves the multimodal associations which are useful for

multimedia mining methods. Representing the set of MMDs in a single structure

helps in reducing the search time and memory requirement of multimedia mining

methods thereby improving the efficiency of overall decision making process. As

per our knowledge there are no efforts made for the unified representation of

multimedia documents with respect to multimodal objects and their features.

Multimedia Mining

With the vast volume of MMDs, the needs and expectations regarding the

multimedia knowledge extraction has imposed a high demand for the efficient

multimedia mining methods. The traditional data mining methods has been

used for well structured, well defined and non-ambiguous data. With MMDs, the

mining methods have to deal with the unstructured and heterogeneous

multimedia objects and their correlations. Hence, there is a requirement of

sophisticated multimedia mining methods to extract the explicit hidden

knowledge from MMDs.

1.6 Thesis Contributions

The main contributions of this dissertation are as follows:

• Developing the multimedia data representation methods to represent the

multimodal multimedia objects in a unified feature space in order to aid the

multimedia document representation and multimedia document mining.

• Developing multimedia document representations based on object

similarity to discover the multimedia patterns in order to benefit the

multimedia document mining tasks thereby improving the efficiency of the

KDMD process.
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• Developing the multimedia document mining methods to discover the precise

patterns from the dataset of MMDs that provide the useful knowledge for

many applications.

1.7 Outline of the Thesis

Figure 1.2 shows the organization of the thesis. The remainder of this

dissertation is organized as follows:

Chapter 2 presents the review of existing multimedia data representation

methods, multimedia document representations, and multimedia mining

methods. Followed by literature review, we highlight the open research issues in

the existing multimedia data representation methods, multimedia document

representations and multimedia mining. Then, the problem statement,

objectives, scope and the research contributions based on the identified research

issues are presented. Further, we briefly describe the multimedia document

datasets used for the experiments of our research work.

In chapter 3, we discuss the multimedia data representation methods

Multimedia to Signal Conversion (MSC) and Multimedia to Image Conversion

(MIC) for the representation of multimodal multimedia objects in a unified

feature space. The proposed methods are evaluated for the classification and

retrieval of multimedia documents. Also, we describe the bio inspired glowworm

swarm optimization based clustering algorithm for clustering the MMDs and the

information theory based similarity measure to find the similarity between the

MMDs. The validations of the proposed methods are performed by the

experimental analysis with the MMD datasets.

Chapter 4 presents the Multimedia Suffix Tree Document Representation

(MSTD) for representing the MMDs. The MSTD representation is evaluated by

the MSTD based multimedia mining methods for the knowledge discovery from

MMDs. The performance evaluation of the MSTD representation and MSTD

based multimedia mining methods are presented using the experimental results.
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Multimedia Mining

Introduction to Knowlegde Discovery in 
Multimedia Documents (Chapter 1)

Literature Review  (Chapter 2)
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Multimedia Document Representation 

Multimedia to Image 
Conversion (Chapter 3)

Multimedia Suffix Tree 
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(MFPT)    Representation 

(Chapter 5)

MSTD based Multimedia 
Mining Methods (Chapter 4)

MFPT based Multimedia 
Mining Methods (Chapter 5)

Conclusion and Future Work (Chapter 6)

Figure 1.2: Organization of the thesis

In chapter 5, we describe the Multimedia Feature Pattern Tree (MFPT)

representation for the representation of the MMDs. To evaluate the MFPT

representation, MFPT based multimedia mining methods are proposed.

Experimental analysis demonstrates the efficacy of the MFPT representation

and MFPT based multimedia mining methods.

Finally, Chapter 6 presents the summary of the research contributions and

highlights the possible future directions.
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1.8 Summary

This chapter introduced the two main steps of the KDMD process: multimedia

document processing and multimedia document mining. The various methods of

multimedia data representation, multimedia document representation, and

multimedia mining are briefly explained. The challenges and motivations for the

development of multimedia data representation, multimedia document

representation and multimedia mining methods are discussed. This chapter also

gives the detailed organization of the thesis.
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Chapter 2

Literature Review

The multimedia knowledge discovery system uses the multimedia mining

methods to discover the meaningful patterns from MMDs. The success of the

multimedia mining methods depends on the representation of MMDs. The

appropriate representation of multimedia objects helps the representation of

multimedia documents. This chapter presents the review of existing multimedia

data representation, multimedia document representation and multimedia

mining methods. Further, this chapter gives the problem statement, objectives,

scope, and contributions of our research work. Also, the brief description of the

multimedia datasets used for the experiments of our research work is presented

in this chapter.

2.1 Multimedia Data Representation

Multimedia data representation processes and represents the multimodal

multimedia objects for the effective utilization of multimodal information. The

data representation involves two processes; multimedia data processing and

multimedia fusion. Using the multimedia data processing procedure, the

multimedia objects are processed, features are extracted and represented in a

multimodal feature space. Multimedia fusion integrates the multimodal features

of multimedia objects to utilize the multimodal information effectively.
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2.1.1 Multimedia Data Processing

The representation of multimedia objects depends on their modality. The most

common and basic types of multimedia data are text, audio and image. The

multimedia objects require different cleaning, transformation and feature

extraction methods for different modality. Hence, the representation of

multimedia objects is multimodal due to the different characteristics and

dimensionalities of the features. Following section briefly describes the

processing of multimedia objects.

Texts

The text document is prepared for mining by splitting into words using the

tokenization process. The words are refined by filtering the stop words,

lemmatization and stemming (Porter, 1980). The obtained words describe the

concept of given text document.

The feature extraction process for texts is extracting the important words

that describe the concept of the text document. The importance of words is

computed based on the characteristics of words such as term frequency(TF),

document frequency(DF), inverse document frequency(IDF), tf-idf, entropy

based weighting, term contribution etc. The term frequency is the number of

occurrences of a word in a document. The number of documents that contain a

word is termed as document frequency. IDF measures the importance of the

word in a document. The tf-idf measures the importance of a word for a

document in the document corpus. Entropy based weighting (Dumais, 1991)

provides the quality of a word which is measured by the reduction of entropy

value when the word is removed.

Audios

Audio is a mixture of silences, music, speech and noise. Audios are processed by

segmenting the data of fixed window size or at word level or at the phoneme.
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The phoneme level segmentation best suits for sounds. In some applications,

initially the noise, silences and music are removed before further processing

(Pfeiffer et al., 1997; Saraceno and Leonardi, 1997; Saunders, 1996)

Audio features describe various aspects and properties of sound. Audio

features can be categorized based on their domain as temporary domain,

frequency domain, cepstral domain, modulation frequency domain, eigen domain

and phase space(Lu, 2001) (Mitrović et al., 2010). Many researchers have found

the cepstral based features, mel frequency cepstral coefficients (MFCC) (Davis

and Mermelstein, 1980) and linear predictive coefficients (LPC) (Mitrović et al.,

2010) (Chu et al., 2009) (Xu et al., 2005) very useful in audio mining tasks such

as environmental sound detection, music summarization and speech recognition.

Images

Images are subjected to various processes in order to represent in feature space.

Initially, the noise reduction and enhancement methods have been applied to the

images to suppress unwanted part and to keep the interesting part of images

(Stockman and Shapiro, 2001). The images are subjected to various levels of

spatial segmentation such as threshold, region and edge level (Stockman and

Shapiro, 2001) depending on the applications requirement.

The images features are extracted using the image attributes color, edges,

shape and texture. Generally the images are converted to any suitable color

spaces before subjecting to feature extraction. The common color spaces of

image are RGB, HSV, XYZ, YUV, CIE etc. Color based features include color

histogram (Huang et al., 1997), color autocorrelogram (Huang et al., 1997), color

moments (Stricker and Orengo, 1995) and color coherence vector (Pass et al.,

1997). Edge features are extracted using edge detection kernels such as Canny,

Sobel, Prewitt, Roberts, threshold based, Laplacian operator, Laplacian of

Gaussian operator (Davis, 1975) etc. Texture features include co-occurrence

matrices, Tamura feature, Markov random field, fractal model, Gabor and

wavelet transform (Howarth and Rüger, 2004) (Tuceryan et al., 1993). Shape
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based features (Yang et al., 2008a) has been extracted using the popular

approaches like convex hull, chain code, boundary and region moments, wavelet

transform etc.

2.1.2 Multimedia Fusion

Multimedia fusion integrates the features of multimodal objects in a unified

method to utilize the multimodal information efficiently. The survey on

multimodal fusion for multimedia analysis (Atrey et al., 2010) provides an

overview of different strategies of multimodal fusion. Multimedia fusion methods

are broadly categorized as early fusion and late fusion depending on the level of

fusion. The hybrid fusion approaches employed the combination of these two

methods (Lan et al., 2014; Sargin et al., 2007).

2.1.2.1 Early Fusion

Early fusion approaches integrates the multimodal information at feature level

either by concatenating multimodal features or creating a new subspace of features

using the multimodal correlations. The main advantage of early fusion methods

is the capability to preserve the correlations between the multimodal objects.

Moreover, they require only one phase of training phase (Snoek et al., 2005).

Concatenation Of Multimodal Features

Some of the early fusion approaches utilized the multimodal information by

concatenating the multimodal features into a single high dimensional feature

vector. In an early fusion work, the latent semantic indexing based method has

utilized the concatenation of textual and visual features to extract the semantic

structures of web documents (Zhao and Grosky, 2002). The method

demonstrated the superior performance of textual-visual features over textual

features for web document retrieval. In an audio-visual analysis framework

(Jiang et al., 2009), the short-term audio-visual atoms (AVA) were extracted

using the short term Region tracking. Initially visual regions were tracked within
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the short-term video slices to generate the visual atoms and the corresponding

audio signal was decomposed into audio atoms. Regional visual features

extracted from the visual atoms and the audio features were concatenated to

form the AVA feature representation. Joint audio-visual codebook was

constructed based on AVAs using multiple instance learning. Finally the

codebook based features were generated and used for semantic concept

detection. A neutral network based multimodal feature learning approach has

been proposed for the sentimental analysis of social media data(Baecchi et al.,

2016). The approach concatenates the textual and visual features that are

obtained by analyzing the text and images using the Continuous bag-of-words

model and denoising autoencoder respectively.

Due to high dimensional feature vectors, these early fusion methods generally

face the issues of curse of dimensionality and missing modality. These issues are

handled by the correlation based early fusion approaches.

Multimodal Correlations based Approaches

The correlation based early fusion approaches use various methods to integrate

the multimodal correlations such as Bayesian networks, graphical models,

Canonical Correlation Analysis (CCA), Latent Factor Analysis (LSA), Matrix

Factorization and Deep Learning.

In Bayesian network based methods, Hidden Markov Models (HMM) are

used to integrate the multimodal features. The special Bayesian networks,

factorial HMM and coupled HMM were adopted an early fusion approach for

speech recognition (Nefian et al., 2002). In this approach, the correlations among

the audio and video observation sequences preserved by upsampling the sequence

of visual features to match the audio observation vector frequency. In (Wang

et al., 2000), the HMM based fusion methods utilized the correlations between

audio and visual features for multimedia content analysis. The speaker

localization applications (Nock et al., 2003) employed the HMM based approach

to analyze the effect of mutual information between the audio-visual features.

The correlations between audio and visual features have been learned using the
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Time Delay Neural Network for the applications of speaker detection (Cutler and

Davis, 2000) and human motion detection (Zou and Bhanu, 2005).

In speech analysis applications, the Probabilistic Generative models (Beal

et al., 2003; Hershey et al., 2004) were employed to fuse the audio-visual

observations based on their mutual dependencies in a cluttered, noisy scene. The

noise uncertainty measurement of each feature stream was used to combine the

audio-visual features using the probabilistic framework (Katsamanis et al., 2006;

Papandreou et al., 2007, 2009). The noise was approximated using a Gaussian

model and the feature probability was modeled using Gaussian Mixture Models.

The audio-visual features were combined by the Bayesian inference method to

compute the joint probability of a speech segment. A shrinkage optimized

directed information assessment (SODA) framework (Chen et al., 2012) has been

proposed for multimodal video indexing and retrieval. The audio and visual

features are fused based on the joint probability density functions. The directed

information is estimated using the shrinkage estimator from the probability

distributions of audio-visual features.

The CCA methods learn the feature representations for two different media

types by exploiting the pairwise correlations between them. Based on the

learned correlation, these approaches map the original representation of

multimodal data into a shared subspace using which the data of different

modalities match each other. Wu et al. designed a subspace mapping algorithm

based on CCA to learn the multimodal correlations among the audio and visual

features (Wu et al., 2006). A general distance function was defined in the CCA

subspace using polar coordinates. The approach uses relevance feedback to

improve the results. Similar CCA based approach has been used for cross media

retrieval by utilizing the correlations between visual and textual features

(Rasiwasia et al., 2010) (Costa Pereira et al., 2014). In (Zhen et al., 2016), Zhen

et al. proposed a CCA based spectral multimodal hashing method for the

retrieval of multimedia data. The method is based on learning the canonical

correlations between the textual and visual features.
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The LSA approaches such as LSI (Latent Semantic Indexing), PLSA

(Probabilistic Latent Semantic Analysis), LDA (Latent Dirichlet Analysis) and

matrix factorization algorithms has been used to construct a unified

representation for multimodal data based on the correlations between them.

Barnard et al. used the multimodal LDA model to predict the missing captions

of unlabeled images (Barnard et al., 2003) using the visual and textual features.

The PLSA model was used to index and annotate the images in (Monay and

Gatica-Perez, 2007). The method modeled the images as a mixture of latent

factors to generate the text and image feature and PLSA principle has been

applied to learn the mixture of factors. In a music information retrieval approach

(Levy and Sandler, 2009), the words from social tags and audio muswords has

been learned by the PLSA model. In (Wu et al., 2016), Wu et al. proposed a

multimodal random walk neural network model by utilizing the click data

collected from user searching behavior. The model learns the latent

representation of multimodal data in order to support the cross modal retrieval.

The interactions between textual and visual data has been modeled and

projected into a latent semantic space using Parallel Field Alignment Retrieval

(Mao et al., 2013). This method determines the semantic correlations between

the data which was used for cross modal retrieval. A cross modal association

approach called cross-modal factor analysis (CFA) (Li et al., 2003) was

introduced to discover the semantic patterns between audio and video subsets.

The approach has been tested for cross media retrieval and proved better

performance than CCA and LSI. Based on matrix factorization algorithms, a

framework (Caicedo and González, 2012) was proposed to learn the relationships

between the textual and visual modalities using latent factors. The approach

was experimented for retrieval of images. Similarly a Non-negative Matrix

Factorization (NMF) (Caicedo et al., 2012) approach was used to generate a

joint visual-textual representation for multimodal image analysis. It extracted

the relationships between textual and visual features to construct a unified

representation based on LSA principles using an asymmetric algorithm.
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Deep Learning Approaches

Recently, the deep learning technology has attracted the attention towards the

utilization of multimodal correlations. In (Ngiam et al., 2011), the multimodal

auto encoders have been employed to learn the features of multiple modalities

and validated the methodology for audio-visual speech classification. The

multimodal Deep Boltzmann Machine (Srivastava and Salakhutdinov, 2012) has

been adopted to learn a generative model of bimodal data consisting of images

and texts. These two architectures require identical hidden states of the multiple

modalities by neglecting the distinct qualities of the multimodal data. The deep

canonical correlation analysis (DCCA) has been introduced (Andrew et al.,

2013) to learn maximally correlated two deep nonlinear mappings of two views

simultaneously. To identify visual objects from both the labeled image and

semantic information extracted from annotated text, a deep visual-semantic

embedding model was presented (Frome et al., 2013).

In (Wang et al., 2016b), a supervised multi-modal deep neural network

framework has been proposed for the retrieval of multimodal data. The

framework includes learning algorithms for the textual and visual data using the

deep convolutional neural network model and a neural language model

respectively. In a similar approach (He et al., 2016), a deep and bidirectional

representation learning model has been employed for cross modal retrieval that

employed convolutional neural network and word-based convolutional neural

network to learn the images and texts representations respectively. Since these

methods basically use bimodal objects, they cannot be extended to multimodal

analysis in a straightforward manner.

An online multimodal deep similarity learning (OMDSL) (Wu et al., 2013)

has been proposed by optimizing the integration of multiple deep neural

networks for the retrieval of images. Here the input for the system relies on the

human-crafted features. A deep learning based mapping function (Wang et al.,

2014) has been proposed to explore the intra-modality and inter-modality

semantic correlations for multimodal retrieval. The method uses stacked auto
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encoders to map the high dimensional multimodal features into a common low

dimensional latent space. Pang et al. (Pang et al., 2015) proposed a deep

Boltzmann machine based joint density model to learn the multimodal low level

features for the emotion analysis and retrieval of multimedia data.

Manifold Learning Approaches

In recent years, several manifold learning approaches have been proposed for the

integration of multimodal multimedia data. In (Zhuang et al., 2007), Zhuang et.

al. proposed a manifold learning cross modal approach to represent the

semantically similar multimedia objects. They defined multimedia document

(MMD) as the collection of multimodal media objects of similar semantics. The

semantically similar MMDs are mapped into MMD semantic space for indexing

and retrieval of MMDs. This approach has been extended by constructing a

uniform cross-media correlation graph (UCCG) (Zhuang et al., 2008) to evaluate

the correlations among multimodal media objects. The graph represents the

multimodal media objects as vertices and the correlations as edges. The cross

media retrieval has been achieved by assigning a positive score for the query

example that spread over UCCG and MMDs with higher score are retrieved as

result.

Yang et al. (Yang et al., 2008b) presented a two level manifold learning

method for cross media retrieval. Initially the Laplacian media object space

(LMOS) was constructed using the three independent Laplacian spaces for

images, audios and texts. Then, the MMD semantic graph (MMDSG) was

constructed to learn the MMD semantic correlations. In a similar approach

(Yang et al., 2010), a MMD semi semantic graph (MMDSSG) has been

constructed by learning the semantic correlations between multimedia objects.

Then, the cross media indexing space has been constructed to perform cross

media retrieval. In order to explore the semantic correlations among the

multimodal media objects, a Multimedia Correlation Space (MMCS) (Yang

et al., 2009) (Yang et al., 2012) has been constructed using the MMD distance

measure for the cross media retrieval. MMCS represents each MMD as a data
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point. A ranking algorithm known as ranking with local regression and global

alignment (LRGA) has been applied to this space to learn the Laplacian matrix

for data ranking. The main drawback of these manifold learning approaches is

the use of relevance feedback for the performance improvement.

Recently, the Laplacian Eigenmaps based manifold learning methods have

been proposed for the retrieval and annotation of multimedia documents (Daras

et al., 2012; Lazaridis et al., 2013; Rafailidis et al., 2013). These approaches

construct a low-dimensional feature space utilizing the low-level descriptors of

each modality. In this feature space, semantically similar MMDs were described

by multimodal descriptor vectors using the Laplacian Eigenmaps based manifold

learning method. In (Daras et al., 2012), the radial basis function network is

applied for query expansion. The multimodal descriptors have been indexed

using as an indexing scheme to accelerate the retrieval process (Lazaridis et al.,

2013). In (Rafailidis et al., 2013), Laplacian Eigenmaps are used with heat

kernel to improve the performance of external queries. Although these methods

achieved good performance with internal queries, they lack in case of external

queries. Also they have flaws in matching similar data of same modality.

Other Correlation based Approaches

The parameter free, graph based approach, Mixed Media Graph (MMG)(Pan

et al., 2004) has been constructed to discover cross-modal correlations by

constructing a graph with three types of nodes namely images, annotations and

regions. Then, a random walk was used to estimate the affinity of one node

respect to another. A feature Interaction Graph (FIG) (Cui et al., 2010) has

been built by using the textual and visual features as nodes and their

correlations as edges. The similarity between the multimedia objects has been

obtained using a probabilistic model based on Markov Random Field. The

approach has been employed for social media data retrieval and social media

recommendation. An Audio-Visual Grouplet (AVG) based framework (Jiang and

Loui, 2011) was explored for general video concept classification. AVG encloses

the temporally correlated set of audio and visual codewords. The AVG based
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audio-visual dictionaries are constructed and used for video concept detection.

Wang et. al proposed a Semantic Boosting Cross-Modal Hashing approach

(Wang et al., 2016a) to project the high dimensional multimodal features into a

common hamming space in order to benefit the cross modal retrieval.

Most of above discussed multimodal correlation based approaches utilized the

correlations between the bimodal data. They cannot be easily extended for

multimodal approaches. Some of these methods perform the correlation analysis

and semantic analysis independently.

Table 2.1 provides the summary of all above discussed early fusion

approaches. It is noticed that many of the early fusion methods are bimodal

approaches. They are used either for cross modal applications or for single

modality applications. The applications related to video, image or audio has

used the bimodal features such as audio-visual or audio-textual or visual-textual.

For instance, image has been retrieved based on visual-textual features, speech

has been identified using audio-visual features or audio-textual features. Very

few approaches have been developed for the retrieval of multiple multimodal

objects such as MMD. Moreover, the correlations among the multimodal

multimedia objects are not well studied.

Table 2.1: Summary of Early fusion Approaches

Approach Modalities

Used

Multimedia Applications

Concatenation Of Multimodal Features

Latent Semantic

Indexing

Visual and

Textual

Web document retrieval (Zhao and

Grosky, 2002)

Multiple Instance

Learning

Audio and

Visual

Video concept classification (Jiang

et al., 2009)

Neutral Network Visual and

Textual

Sentimental analysis of social media

(Baecchi et al., 2016)
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Table 2.1 Continued: Summary of Early fusion Approaches

Approach Modalities

Used

Multimedia Applications

Multimodal Correlations based Approaches

Bayesian Networks

Audio and

Visual

Speech recognition (Nefian et al.,

2002), Multimedia content analysis in

videos (Wang et al., 2000), Speaker

localization (Nock et al., 2003)

Time Delay Neural

Network

Audio and

Visual

Speaker detection (Cutler and Davis,

2000), Human motion detection (Zou

and Bhanu, 2005)

Probabilistic Generative

model

Audio and

Visual

Object tracking (Beal et al., 2003),

Speech detection (Hershey et al., 2004)

Feature Uncertainty

Measure using Gaussian

model

Audio and

Visual

Speech recognition (Katsamanis et al.,

2006; Papandreou et al., 2007, 2009)

SODA Audio and

Visual

Video indexing and retrieval (Chen

et al., 2012)

CCA
Audio and

Visual

Cross media retrieval (Wu et al., 2006)

Audio and

Textual

Cross media retrieval (Costa Pereira

et al., 2014; Rasiwasia et al., 2010)

Multimodal LDA Visual and

Textual

Image annotation (Barnard et al.,

2003)

Spectral Multimodal

Hashing

Visual and

Textual

Multimodal retrieval (Zhen et al.,

2016)
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Table 2.1 Continued: Summary of Early fusion Approaches

Approach Modalities

Used

Multimedia Applications

PLSA
Visual and

Textual

Image annotation (Monay and

Gatica-Perez, 2007)

Audio and

Textual

Music Information Retrieval (Levy

and Sandler, 2009)

Parallel Field

Alignment

Visual and

Textual

Cross media retrieval (Mao et al.,

2013)

Cross modal Factor

Analysis

Audio and

Visual

Cross media retrieval (Li et al., 2003)

Matrix Factorization Visual and

Textual

Image retrieval (Caicedo et al., 2012;

Caicedo and González, 2012)

Multimodal random

walk neural network

Visual and

Textual

Cross modal retrieval (Wu et al., 2016)

Deep Learning Approaches

Autoencoders Audio and

Visual

Speech classification (Ngiam et al.,

2011)

Deep Boltzmann

Machine

Visual and

Textual

Multimodal image retrieval

(Srivastava and Salakhutdinov, 2012),

Affective analysis and multimedia

retrieval (Pang et al., 2015)

DCCA Audio and

Visual

Multiview learning (Andrew et al.,

2013)

Deep Visual Semantic

Embedding

Visual and

Textual

Image object identification (Frome

et al., 2013)
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Table 2.1 Continued: Summary of Early fusion Approaches

Approach Modalities

Used

Multimedia Applications

OMDSL Visual Image retrieval (Wu et al., 2013)

Stacked Autoencoder Visual and

Textual

Cross media retrieval (Wang et al.,

2014)

Deep neural network Visual and

Textual

Multimedia retrieval (Wang et al.,

2016b)

Deep and bidirectional

representation learning

model

Visual and

Textual

Cross media retrieval (He et al., 2016)

Manifold Learning Approaches

MMD Semantic Space

and Relevance Feedback

Audio, Visual

and Textual

Cross media retrieval (Zhuang et al.,

2007)

UCCG and Relevance

Feedback

Audio, Visual

and Textual

Cross media retrieval (Zhuang et al.,

2008)

LMOS based MMDSG

and Relevance Feedback

Audio, Visual

and Textual

Cross media retrieval (Yang et al.,

2008b)

MMDSSG and

Relevance Feedback

Audio, Visual

and Textual

Cross media retrieval (Yang et al.,

2010)

MMCS, ranking with

LRGA and Relevance

Feedback

Audio, Visual

and Textual

Cross media retrieval (Yang et al.,

2012, 2009)

Laplacian Eigenmaps Audio, Visual

and Textual

Multimedia retrieval (Daras et al.,

2012; Lazaridis et al., 2013; Rafailidis

et al., 2013)
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Table 2.1 Continued: Summary of Early fusion Approaches

Approach Modalities

Used

Multimedia Applications

Other Correlation Based Approaches

MMG and Random

Walk

Visual and

Textual

Cross media retrieval (Pan et al.,

2004)

FIG Visual and

Textual

Social media recommendation and

retrieval (Cui et al., 2010)

AVG Audio and

Visual

Video concept classification (Jiang

and Loui, 2011)

Semantic Boosting

Cross-Modal Hashing

approach

Visual and

Textual

Cross media retrieval (Wang et al.,

2016a)

2.1.2.2 Late Fusion

In late fusion method, the final result is achieved by combining and analyzing

the individual results of each modality of objects. The individual results are

obtained by analyzing the each modality of objects based on their individual

features. Late fusion methods have the advantage of selecting the best learning

approach for each modality of data. They can be categorized based on the type

of learning approaches used. A late fusion approach (Adams et al., 2003) was

used for the retrieval of semantic concepts in videos using visual, audio and

textual modalities. The concept representations are modeled using the

probabilistic modeling approaches. A discriminate learning approach has been

used for fusing different modalities at the semantic level. An online video

recommendation system (Yang et al., 2007a) was employed multimodal fusion by

combining the relevance from three modalities (text, audio and video) using
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attention fusion function (AFF). Relevance of single modalities was first

computed by weighted linear combinations of relevance between features and

then fused using AFF. The relevance feedback dynamically adjusts the intra and

inter weights between the different modalities. Anguera et al. developed a

parameter free decision level multimodal fusion algorithm for video copy

detection by fusing the audio and visual features (Anguera et al., 2011). The

algorithm generates the list of possible matches based on the weighted sum of

the normalized scores for each modality.

In a decision level fusion method (Kanluan et al., 2008), audio and visual

features are used to recognize the emotions. Support Vector Machine (SVM) was

used to estimate the three emotion primitives valence, activation, and dominance

using the audio and visual features. The useful features are selected using the

Sequential Forward Floating Search (SFFS) technique for audio features and

SVR (Support Vector Regression)-SFFS for visual features. The method

demonstrated the better performance by using both the modalities. An ensemble

based system (Wagner et al., 2011) has been employed the audio, face and

gesture feature for emotion recognition with missing data. The method

demonstrated the superior performance of ensemble techniques with multimodal

data over the single modality data.

For categorizing the web video, Yang et al. proposed a multimedia fusion

method (Yang et al., 2007b). The rich information of web videos including visual

features, latent semantic features, audio features, and surrounding text features

are classified using SVM classifiers for each individual modality. The outputs of

the classifiers were fused using max fusion, average fusion, and linear weighted

fusion to predict the class of an unknown video. The authors state that the

multimodality representation outperforms the individual representation. Wu et

al. developed two late fusion approaches, gradient-descent-optimization linear

fusion (GLF) and the super-kernel nonlinear fusion (NLF) for the detection of

video concept (Wu et al., 2004b). The weighted linear combinations of individual

modalities is learned by GLF using the kernel matrices with gradient descent
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techniques. The super-kernel nonlinear fusion learns an optimal non-linear

combination of individual models by fusing single-modality classifiers. The

authors used SVM classifiers to classify the target concept based on the color,

texture, motion and audio features.

In a late fusion based approach called MultiFusion (Wang and Kankanhalli,

2010a), the multimodal data has been segmented into atomic event to use it as a

fusion unit. The performance of the system has been improved by combining the

multimodal classifiers in each iteration using the multimodal correlation based

Adaboost-like structure. A late fusion method based on portfolio theory (Wang

and Kankanhalli, 2010b) was adapted for multimedia fusion to derive the optimal

fusion weights for different information sources by maximizing expected return

and minimizing the risk to achieve an overall good performance. An adaptive

decision fusion method (Lee and Park, 2008) has been used for audio-visual

speech recognition. Adaptive weighting scheme was implemented for audio visual

features by varying the weights according to the noise level in speech. The

method neglected the correlation among the information sources. A two step

framework of optimal multimodal fusion (Wu et al., 2004a) has been introduced

for multimedia data analysis. The first step finds the statistically independent

modalities from raw features and the second step uses the super-kernel fusion to

determine the optimal combination of individual modalities.

A multimodal fusion framework (Zhu et al., 2006) has been proposed to

classify the text embedded images. Initially images were classified using

bag-of-words. Then, the text line is detected and the text features text color,

size, location, edge density, brightness, contrast are extracted. The text concept

has been learned using multiple instance learning. Finally, the visual and textual

features were fused using the pairwise SVM classifier. For automatic laughter

detection (Reuderink et al., 2008), the authors combined the audio and visual

features at decision level using audio-HMM classifier and video-SVM classifier.

Final result is obtained by combining the audio and video classifiers using a

weighted sum rule. A non-linear audio visual fusion scheme has been proposed in
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(Muneesawang et al., 2010) that employs SVM classifier to learn semantic

concepts from a given video database. Visual features were extracted using

adaptive video indexing technique and audio features were extracted using

Laplacian Mixtures.

In a multimodal and multilevel ranking framework (Hoi and Lyu, 2008), the

multimodal resources were combined by the graphs for video retrieval task. The

semi-supervised ranking method was used for graph learning by applying semi

supervised learning techniques. The multilevel ranking framework has been

proposed by integrating several learning methods in a cascade fashion to reduce

the computational cost and improve the retrieval performance for large-scale

video retrieval. In (Mourão et al., 2015), a data fusion method has been

proposed that combines the textual and visual features to support the

multimodal medical information retrieval. In (Zhai et al., 2014), the joint

representation learning method has been proposed to learn the correlations and

semantic information of different media types in different graphs. Modeling

different media objects in different graphs neglects the correlation between the

media objects.

The summary of all above discussed late fusion methods is given in Table 2.2.

Most of these approaches used the multimodal information for the analysis of

single modality applications. The late fusion approaches have the privilege to

select the suitable learning and knowledge extraction methods for each modality

of data. However, the late fusion methods have to deal with the selection of

learning and knowledge extraction methods for each modality. Also, they need

to consider the methods of analyzing and integrating the results of each modality

to get the final output. The main drawback of late fusion methods is neglecting

the correlations between the multimodal data that are very necessary to gain the

complete knowledge about the concept of a multimedia document.
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Table 2.2: Summary of Late fusion Approaches

Approach Modalities

Used

Multimedia Applications

SVM Classifier
Audio, Visual

and Textual

Semantic concept detection (Adams

et al., 2003), Web video categorization

(Yang et al., 2007b)

Audio and

Visual

Emotion recognition (Kanluan et al.,

2008), Movie clip classification and

retrieval (Muneesawang et al., 2010)

Audio, Visual

and Motion

Video concept detection(Wu et al.,

2004b)

Visual and

Textual

Image classification(Zhu et al., 2006)

AFF and relevance

feedback

Audio, Visual

and Textual

Online video recommendation (Yang

et al., 2007a)

Weighted Sum Rule Audio and

Visual

Video copy detection (Anguera et al.,

2011), automatic laughter detection

(Reuderink et al., 2008)

Ensemble based system Audio and

Visual

Emotion recognition with missing data

(Wagner et al., 2011)

Fusion of Weighted

multimodal classifiers

Audio, Visual

and Textual

Image concept detection and human

detection (Wang and Kankanhalli,

2010a)

Portfolio based

Multimedia Fusion

Audio, Visual

and Textual

Human detection (Wang and

Kankanhalli, 2010b)
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Table 2.2 Continued: Summary of Late fusion Approaches

Approach Modalities

Used

Multimedia Applications

Independent modality

analysis and super

kernel fusion

Audio ,Visual

and Motion

Multimedia data analysis (Wu et al.,

2004a)

Multimodal and

multilevel ranking

framework

Visual and

Textual

Video retrieval(Hoi and Lyu, 2008)

Joint representation

learning

Audio, Visual,

Textual,

Video and 3D

Cross media retrieval(Zhai et al.,

2014)

Data fusion Visual and

Textual

Medical information retrieval(Mourão

et al., 2015)

2.1.2.3 Hybrid Fusion

The hybrid fusion approaches incorporated the advantages of both the early

fusion and late fusion methods. A two stage hybrid fusion approach (Natarajan

et al., 2012) has been proposed for video event detection. The first stage employs

an early fusion method, multiple kernel learning to combine the audio, visual

and motion features in different combinations. The second stage combines these

subsystems using the late score level fusion. In (Chang et al., 2007), three

multimodal fusion frameworks have been proposed. The first method is ensemble

fusion method that combines the scores of independent detection using weighted

sum. The other two methods were based on late fusion and early fusion method.

The late fusion based Audio-Visual Boosted Conditional Random Field method

used the global features and combined the prediction results from separately
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trained models using Conditional Random Field (CRF). The early fusion based

approach Audio-Visual Joint Boosting used the local visual features and utilized

the VSPM kernels derived from individual concepts to learn the joint models for

detecting multiple concepts simultaneously. A multimodal information fusion

framework (Mansoorizadeh and Charkari, 2010) has been proposed to generate a

hybrid feature space by combining the multimodal features. The system has

been used feature level fusion to capture the correlations between the modalities

and decision fusion to improve the performance. The system has been evaluated

for audio visual speech recognition and the results proved that the use of

multimodal data achieved higher accuracy than the single modality.

The combination of CCA based early fusion and late fusion (Sargin et al.,

2007) has been proposed for open-set speaker identification. Initially the audio

features and video has been used for each canonical pair. Then, the late fusion

used the Bayesian decision fusion to integrate weak HMM classifiers to get the

output. In an approach called double fusion, early fusion and late fusion were

combined to incorporate the advantages (Lan et al., 2014). Initially early fusion

was performed to generate various combinations of features from the single

modality features. For each combination of features and single modality features,

classifiers have been trained and late fusion was performed to get the output.

The results demonstrated superiority of double fusion over early and late fusion.

In a multimodal fusion approach (Zeppelzauer and Schopfhauser, 2016), both the

early fusion and late fusion approaches has been applied for fusing the textual

and visual data to classify the social events.

The summary of all above discussed hybrid fusion approaches is given in

Table 2.3. These approaches are computationally expensive as they use both the

early and late fusion methods.
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Table 2.3: Summary of Hybrid fusion Approaches

Approach Modalities

Used

Multimedia Applications

Multiple kernel learning

and Score level fusion

Audio ,Visual

and Motion

Video event detection (Natarajan

et al., 2012)

Audio-Visual Boosted

CRF

Audio and

Visual

Multimodal semantic concept

detection (Chang et al., 2007)

feature level fusion and

decision level fusion

Audio and

Visual

Speech recognition (Mansoorizadeh

and Charkari, 2010)

CCA and HMM based

Classifier

Audio and

Visual

Speaker identification (Sargin et al.,

2007)

Multiple kernel learning

and SVM classifier

Audio, Visual

and Textual

Multimedia event detection (Lan

et al., 2014)

Multimodal fusion

approach

Visual and

Textual

Social event classification

(Zeppelzauer and Schopfhauser, 2016)

2.2 Multimedia Document Representation

The multimedia document Representation organizes the MMDs in an appropriate

representation that assist the multimedia mining methods in discovering the useful

patterns. Vector Space Document (VSD) and Suffix Tree Document (STD) are the

two most widely used document representation models for knowledge extraction

from the documents.
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2.2.1 Vector Space Document Model

Vector space document (VSD) model represents the collection of documents in a

high dimensional vector space (Salton et al., 1975). The dimensions of the vector

space are related to the words of the documents. The documents are represented

as a feature vector of words based on the significance of the word. In the model, the

importance of a word for a document in the collection is evaluated by a statistical

measure known as tf-idf (Term Frequency-Inverse Document Frequency). The

VSD model extracts the words from the collection of documents and employs the

tf-idf weighting function to represent each document as,
−→
d =

{
wt,d |Mt=1

}
. The

tf-idf weighting function wt,d is calculated as,

wt,d = tft,d ∗ idft (2.2.1)

where tft,d is the term frequency of term t in document d and idft is the

inverse document frequency which measures the importance of a term t. The idft

is calculated as,

idft = 1 + log
N

dft
(2.2.2)

where N is the number of documents and dft is the document frequency that

provides the number of documents containing a term t. The VSD model computes

the pairwise similarity between the two documents dA and dB using the cosine

similarity as follows,

Sim(
−→
dA,
−→
dB) =

−→
dA.
−→
dB∥∥∥−→dA∥∥∥∥∥∥−→dB∥∥∥ (2.2.3)

Most of the text document knowledge extraction approaches use the VSD

model for representing the documents. For the text retrieval, a generalized

Vector Space Model (VSM) (Tsatsaronis and Panagiotopoulou, 2009) has been

proposed in which the term to term relatedness was measured using WordNet.

The similarity between the patent documents has been found by representing

them using the International Patent Classification code based VSM vectors
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(Chen and Chiu, 2011). The phrase-based VSM was proposed for the retrieval of

the documents in which the similarity between the phrases has been found using

the knowledge base (Mao and Chu, 2007). The topic based vector space model

has been proposed for spam filtering in emails by using a semantic ontology

(Santos et al., 2012).

The VSD model has been basically used for knowledge extraction of text

documents. However, few of the approaches extended the VSD model for

knowledge extraction from audios and images. To identify the spoken language,

the VSM was employed for acoustic segment models of speech (Li et al., 2007).

For the indexing and retrieval of music content (Maddage et al., 2006), a music

structure based VSM approach was used to represent the music segment. The

n-gram statistics of the phonemes was extracted using a VSM based approach to

identify the language of a speech segment (Li et al., 2013). The importance

degree of image features was identified using VSM method for the retrieval of

images (Suzuki et al., 2008). In (Martinet et al., 2011), the VSM has been

merged with conceptual graph formalism for the retrieval of photographs.

However, to the best of our knowledge there are no efforts made to represent the

multimedia documents using VSD model.

Although the VSD model is simple, it is suitable for small datasets. With

very long documents, measuring similarity is difficult due to the poor

representation of document with smaller similarity values and higher dimension.

The main drawback of VSD model is the use of single word term analysis of

documents by the VSD based knowledge extraction methods. The main problem

with single word is ambiguity in knowledge representation. For example, the

word “Tiger” may be related to “animal” or “person name” or “airways”. To

achieve more efficiency, instead of a single word, the group of words shared by

many documents known as phrases conveys more information about the

documents. For example “Tiger Airways”, “Tiger lives in forest” and so on.

Moreover, the VSD model neglects the associations between the words of the

documents by considering the single words.
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2.2.2 Suffix Tree Document Model

A string can be represented in compressed form by the suffix tree using all the

suffixes of the string. In order to achieve more efficient decision making, instead

of a single word, the group of words shared by many documents known as

suffixes are considered for the documents. Suffix tree document (STD) model is

the another model used for the representation of documents. The STD model

represents the documents using the suffix tree by identifying and extracting all

the overlap phrases of the documents. It considers the text document as a string

and the words as the characters. It is a complete representation of set of

documents containing all suffix phrases of the documents. It was first introduced

by Zamir et al. (Zamir and Etzioni, 1998; Zamir et al., 1997) for clustering the

web documents. The STD model has been constructed in a linear time using

Ukkonen’s algorithm (Ukkonen, 1995).

The STD model comprised of root node and suffix nodes. The tree edges are

labeled by the suffix phrase and suffix nodes are labeled by the integration of

edge labels. The suffix nodes represent the set of documents and a suffix phrase

that is common to represented documents. Each suffix node provides the

information about the document identifier and position of the suffix in a string.

For knowledge extraction, the pairwise document similarity is computed based

on the number of similar suffix nodes between the documents.

Unlike the VSD model, the STD model considers the documents as the set of

ordered words. STD model extracts the word sequences from documents to

represent them in a tree structure for the various data mining tasks such as

document classification, clustering and retrieval. In (Zu Eissen et al., 2005), the

characteristics of STD model and suffix tree clustering (STC) algorithm have

been analyzed to state the advantages and drawbacks of both the methods. Due

to the drawbacks of STC algorithms, several similarity methods have been

proposed to improve the performance of the data mining tasks. In (Li et al.,

2008), a clustering algorithm has been proposed to cluster the documents using

the frequent word sequences extracted by the generalized STD model. The STD
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model has been used with hierarchical clustering algorithm to cluster the text

documents using the term frequency based similarity measure (Worawitphinyo

et al., 2011). A phrase based document similarity (Chim and Deng, 2008) was

proposed using the combination of the suffix tree model and vector space model

to cluster the documents using hierarchical agglomerative clustering algorithm.

Basically, the STD model has been implemented to represent the set of

homogeneous text documents (Zamir and Etzioni, 1998). However, some

attempts were made to use the suffix tree model for images (Ruocco and

Ramampiaro, 2010) and audios (Lo et al., 2008). The suffix tree based approach

was used to extract the important repeating patterns of music objects (Lo et al.,

2008). To retrieve the Flickr images, the suffix tree clustering algorithm was

employed by utilizing the image annotations (Ruocco and Ramampiaro, 2010).

To the best of our knowledge, STD model has been not attempted to represent

the multimedia documents. Table 2.4 summarizes the VSD and STD approaches

discussed in this section.

Table 2.4: Summary of Multimedia Document Representation Approaches

Approach Modalities

Used

Multimedia Applications

Vector Space Document Model

Vector Space Model Textual Text retrieval (Tsatsaronis and

Panagiotopoulou, 2009)

International Patent

Classification code

based VSM vector

Textual Retrieval of patents (Chen and Chiu,

2011)

Phrase based VSM Textual Document retrieval (Mao and Chu,

2007)
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Table 2.4 Continued: Summary of Multimedia Document Representation
Approaches

Approach Modalities

Used

Multimedia Applications

Topic based VSM Textual Spam filtering in emails (Santos et al.,

2012)

VSM based acoustic

segment models of

speech

Audio Spoken language identification(Li

et al., 2007)

Music structure based

VSM for representation

of music segment

Audio Music indexing and retrieval

(Maddage et al., 2006)

Extraction of phoneme

statistics using VSM

Audio Speech language identification (Li

et al., 2013)

VSM based importance

degree retrieval

Visual Image retrieval (Suzuki et al., 2008)

VSM with conceptual

graph formalism

Visual Photographs retrieval (Martinet et al.,

2011)

Suffix Tree Document Model

STC
Textual Web document clustering (Zamir and

Etzioni, 1998; Zamir et al., 1997)

Visual Image retrieval (Ruocco and

Ramampiaro, 2010)

STD and Hierarchical

clustering algorithm

Textual Text document clustering

(Worawitphinyo et al., 2011)
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Table 2.4 Continued: Summary of Multimedia Document Representation
Approaches

Approach Modalities

Used

Multimedia Applications

STD, VSD and

Hierarchical clustering

algorithm

Textual Text document clustering (Chim and

Deng, 2008)

STD
Textual Document clustering (Li et al., 2008)

Audio Discovery of non-trivial repeating

patterns in a music object (Lo et al.,

2008)

2.3 Multimedia Mining

Multimedia mining methods are used to extract the knowledge from multimodal

multimedia data. They make use of the multimodal information and intelligent

data mining methods to extract the useful knowledge from multimedia

documents. Many multimodal applications achieved better performance by

utilizing the multimodal data than the unimodal data. The most widely used

multimedia mining methods are classification, clustering, frequent pattern

mining and sequential pattern mining.

Multimedia Classification

Multimedia classification predicts the class of unknown data based on the

learning of labeled data. The most popular classifiers used for multimedia

classification are decision tree, support vector machines, k-nearest neighbors,

neural networks, Bayesian classifier and rule based classifier. The decision tree
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based multimodal classifiers have been used to detect the events in the videos

(Chaisorn et al., 2003; Chen et al., 2006, 2004; Shyu et al., 2008). In (Chaisorn

et al., 2003), the classifier utilized the combination of visual, audio and textual

features to segment the story in large news video corpus. In (Chen et al., 2006,

2004), the audio and visual features of the video frames have been used for the

detection of soccer goals in soccer videos. In (Shyu et al., 2008), the video is

syntactically segmented to extract the visual and audio features. Distance base

mining techniques applied to reduce the negative instances and decision tree

classifier has been used for rare event detection.

A SVM based multimodal classifier utilized the textual and visual features

for news video classification (Lin and Hauptmann, 2002). A video classification

algorithm called VideoMule (Ramachandran et al., 2009) has been proposed

based on the consensus learning approach. It combines the classification and

clustering algorithm to train textual metadata, audio and video to build a

multilabel tree. In an image classification framework (Xie et al., 2014), the

image tags were effectively used with the visual features. Initially, the tags were

refined by removing the inaccurate tags. Later, graph based learning has been

adopted by combining the visual and tag graphs. Using support vector

regression, the class label of unknown image was predicted. A two stage video

classification framework (Liu et al., 2016) has been proposed using the textual,

audio and visual features of video. In first stage, the semantic relations between

modalities have been preserved by using the stacked contractive auto encoders

(SCAE) for each modality. The second stage learned the inter modality semantic

interactions using multimodal SCAE by joining the output of first stage.

In (Zeppelzauer and Schopfhauser, 2016), the author employed early and late

fusion approaches to investigate the capabilities of textual, visual and

multimodal classification. They demonstrated with social media event

classification and concluded that the multimodal classification achieved better

performance than the single modality classification. In another hybrid fusion

approach (Laurier et al., 2008), both the early and late fusion methods have
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been used to combine the audio and textual lyrics information for music mood

classification. The experiments demonstrated that the combination of audio and

textual information performed better than the single modalities alone.

The major shortcomings of above discussed multimedia classification

approaches are, the selection of classifier for each modality of objects and

classifier fusion. Most of the approaches used distinct classifier for different

modality of data. The classifier outputs are combined either using another

classifier or rule based methods. Here, the correlations between multimodal data

are neglected. Very few early fusion approaches employ the associations between

the multimodal data for classification. Moreover, most of these methods utilized

the multimodal information for the classification of single modality of data.

Therefore, an effective multimedia classification is required for the classification

of MMDs.

Multimedia Clustering

Multimedia Clustering is an unsupervised approach that partitions the collection

of multimodal objects into a number of clusters of multimedia objects of similar

concept. Due to the heterogeneous nature, various clustering algorithms have

been proposed for clustering the multimedia objects. A k-means clustering

algorithm (Goh et al., 2003) with audio and visual features has been employed

for the detection of commercials from TV program. In (Bekkerman and Jeon,

2007), a lightweight version of Combinatorial Markov Random Fields has been

proposed for clustering multimedia collections using visual and textual features.

For all the modalities, partitions have been constructed simultaneously to obtain

the dense distribution of the modalities. An adaptive resonance theory (ART)

based heterogeneous fusion approach (Meng et al., 2014) has been proposed for

clustering the web documents. The method used an adaptive weighting

algorithm to combine the image and meta information features. In an image

clustering application, a tripartite graph has been used to fuse the low level

visual features and surrounding texts (Gao et al., 2005). The CCA based early
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fusion approach was used for clustering the audio-visual speaker and Wikipedia

articles (Chaudhuri et al., 2009). The authors claimed that the CCA based

approach performed better than the PCA based approach.

Cai et al. (Cai et al., 2004) proposed a two level spectral clustering technique

to cluster web image search results using visual, textual and link analysis. In

another similar approach (Sevillano and Aĺıas, 2014), the spectral clustering has

been applied on multimodal features for the discrimination of image senses. Both

the methods (Cai et al., 2004; Sevillano and Aĺıas, 2014) need the calculation of

affinity scores for every pair of images and every modality which results in

unrealistically heavy representation. A multimodal spectral clustering algorithm

(Petkos et al., 2012, 2014) has been proposed for the detection of social events.

The method employed the supervisory signal to achieve the better performance.

In (Zhang et al., 2009) a multimodal framework has been proposed to cluster

the spam images using two-level clustering method. In the first level, the image

similarities were calculated with respect to the visual features and images were

grouped. In the second level, clustering results were further refined using a string

matching method by comparing the closeness of texts in two images. Wei et al.

proposed a cross reference reranking approach (Wei et al., 2010) to improve the

retrieval performance. The reranking approach combines the multimodal

features to utilize the semantic understanding of video. Initially the individual

results of different modalities have been clustered and the clusters were ranked

based on their relevance to the query. Finally, all the ranked clusters have been

combined using a cross reference approach.

From the above discussion it is observed that many of the multimedia

clustering algorithms employed individual clustering for each modality and then

the results are combined. Some approaches employed early fusion approach to

combine the bimodal features for clustering the unimodal objects such as images,

audios, and videos. Only a very few approaches developed for clustering the

multimodal web documents. Thus, an effective multimedia clustering is needed

for clustering the MMDs.
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Mining Frequent Multimedia patterns and Multimedia

Associations

Frequent patterns are the itemsets or sub-sequences or substructures that appear

frequently in a data set (Han et al., 2011). Association rule mining (Agrawal

et al., 1993) generates the descriptive rules using the frequent patterns that

discover the relationships among the set of items in a dataset. The learned

relationships are helpful in analyzing the domain.

Let I be the set of items and T is the set of transactions in dataset D. The

association rules extracted from D are in the form of X → Y where X, Y ⊆ I,

and X
⋂
Y = φ. The support of the rule is the percentage of transactions in D

that contain both X and Y . The confidence is the proportion of the transactions

that contain X which also contains Y . The confidence of a rule can be computed

as support(X
⋃
Y )/support(X).

The usefulness of rules is extended to develop the association rule based

classification model(Ma, 1998). Association rule based classification model is

designed using two steps: 1. Association rule generation 2. Build the classifier

using the subset of strong class association rules (CAR). The strong CARs are

generated by pruning the generated association rules based on user defined

criteria. In CAR, the antecedent is restricted to only the class. A class

association rule is in the form of itemset → c, where itemset is the set of items

such that itemset ⊆ I and c ∈ C is the class label.

The popular association rule mining algorithms, Apriori and FP-Tree are

used to mine the frequent patterns and associations from the well structured

alphanumeric text data. However in recent years, some efforts made to mine the

multimodal frequent patterns and associations from the multimedia data. In

(Chen et al., 2007), Chen et al. proposed a hierarchical temporal association

mining approach to automatically capture the optimal temporal patterns for

characterizing the interesting events in soccer video. The method is the modified

version of Association Rule Mining (ARM) that supports the automatic selection
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of threshold values. To mine the temporal patterns, an extended Apriori

algorithm was proposed. Two learning methods were proposed (Jiang and Tan,

2009) for discovering the underlying associations between images and texts based

on small training data sets. In first method, vague transformation extracts the

associations between image and text using the information categories. The

second method uses fusion Adaptive Resonance Theory to extract direct

image-text associations by employing automatic summarization of associated

features. A multilevel sequential association mining (Zhu et al., 2005) has been

extracted using the video processing techniques. Then, the associations among

the audio and visual cues were explored using multilevel sequential association

mining to construct video indexing.

He et. al. developed a Multi-Modal Semantic Association Rule (MMSAR)

approach to explore the associations among the visual features and keywords of

images (He et al., 2011). The MMSARs were mined using a customized frequent

itemsets mining algorithm. The mined MMSARs fused the visual -textual

features to improve the retrieval performance. An image retrieval approach

employed the association rule mining (ARM) algorithm (Alghamdi et al., 2014)

to learn the semantic interactions between visual and textual information of the

images. Initially image clusters has been formed based on visual features and

textual features. Then, the ARM algorithm was applied to visual and textual

clusters to extract the association rules. To support the medical image diagnosis,

an association rule based approach (Ribeiro et al., 2008) has been proposed by

correlating the medical images and diagnosis reports. The useful features were

selected and the associations between image features and keywords were mined.

The classification of the image was performed by the classifier using the mined

correlations.

It is noticed that, the above discussed multimedia association mining

approaches exploit the associations among the bimodal data. In order to detect

the associations among the multimodal contents of MMDs, sophisticated

multimedia association mining methods are required.
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Mining Multimedia Sequential Patterns

In association rule mining, the order of the transactions is not considered. The

ordered list of itemsets is known as sequence. In sequence pattern mining

(Agrawal and Srikant, 1995), the itemsets maintain the order of items. Let

I = {i1, i2, ...im} be the set of items. In an itemset, one item can occur only once.

A sequence s is denoted by (x1x2...xr) where x1 is an itemset. The itemset x1 is

denoted as {j1, j2, .., jk} where jk ∈ I. The number of items occur in sequence is

considered as the length of the sequence. A sequence of length k is called

k-sequence. Sequential pattern mining extracts the sequences with user defined

minimum support. Sequential patterns are used to generate the sequential rules

(Liu, 2007). A sequential rule can be defined as Y → X where X is the sequence

and Y is the proper subsequence of X. The sequential rules can be extended to

generate the class sequential rules. A class sequential rule is defined in the form

sequence → c, where sequence is the sequence containing a set of items such

that sequence ⊆ I and c ∈ C is the class label. The class sequential rules are

mined using the Apriori-Sequential pattern mining algorithm (Liu, 2007).

Basically, sequential patterns are mined from the well structured text

documents (Liu, 2007). However, there were some approaches that used to mine

the sequential patterns from the multimedia objects. In (Ren and Jang, 2012),

the time-constrained sequential pattern (TSP) mining has been introduced to

classify the music genre. The music was tokenized into a sequence of ASM

(acoustic segment model) indices and the TSP mining algorithm was applied to

generate to genre-specific TSPs. Then, the music was represented using the

weighted occurrence frequencies of all TSPs and classified using the SVM

classifier. A data structure known as pattern count tree (Ananthanarayana

et al., 2003) has been used to represent the database of hand-written digits. The

pattern count tree builds the database based on the sequential patterns of

features in a single scan of database. An image classification approach has been

proposed by employing the sequential patterns of low level features of the labeled

images (Lin et al., 2009). It is observed that very few attempts were made to
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discover the sequential patterns from multimedia objects images and audios.

However, the discovery of sequential feature patterns of multimedia objects of

MMDs is not properly studied.

Table 2.5 provides the summary of all the multimedia mining methods

discussed above. It is observed that most of the multimedia mining methods

employed the multimodal information for the mining of single modality objects.

Many methods utilized the information of only two modality of objects. The

effective utilization of multimodal correlations is not properly explored.

Table 2.5: Summary of Multimedia Mining Approaches

Approach Modalities

Used

Multimedia Applications

Multimedia Classification

Decision Tree
Audio and

Visual

Goal detection in soccer videos (Chen

et al., 2006, 2004), Video rare event

detection (Shyu et al., 2008)

Audio, Visual

and Textual

Story segmentation (Chaisorn et al.,

2003)

SVM Classifier Visual and

Textual

News video classification (Lin and

Hauptmann, 2002)

VideoMule Algorithm Audio, Visual

and Textual

Video classification (Ramachandran

et al., 2009)

Support Vector

Regression

Visual and

Textual

Image classification (Xie et al., 2014)

Hybrid Fusion
Audio and

Textual

Music mood classification (Laurier

et al., 2008)

Visual and

Textual

Social media event classification

(Zeppelzauer and Schopfhauser, 2016)

49



Table 2.5 Continued: Summary of Multimedia Mining Approaches

Approach Modalities

Used

Multimedia Applications

Stacked Contractive

Autoencoders

Audio, Visual

and Textual

Video classification (Liu et al., 2016)

Multimedia Clustering

K-means clustering

algorithm

Audio and

Visual

Commercial detection (Goh et al.,

2003)

Combinatorial Markov

Random Fields

Visual and

Textual

Clustering multimedia collections

(Bekkerman and Jeon, 2007)

Spectral clustering
Link, Visual

and Textual

Image clustering (Cai et al., 2004)

Visual and

Textual

Discrimination of image senses

(Sevillano and Aĺıas, 2014)

Visual, Text,

and time

Social event detection (Petkos et al.,

2012, 2014)

Two-level clustering Visual and

Textual

Spam image clustering (Zhang et al.,

2009)

Cross Reference

Reranking approach

Visual and

Textual

Video search reranking (Wei et al.,

2010)

ART based

heterogeneous fusion

Visual and

Textual

Web documents clustering (Meng

et al., 2014)

Tripartite graph Visual and

Textual

Image clustering (Gao et al., 2005)
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Table 2.5 Continued: Summary of Multimedia Mining Approaches

Approach Modalities

Used

Multimedia Applications

CCA Audio, Visual

and Textual

Clustering the audio-visual speaker

and Wikipedia articles (Chaudhuri

et al., 2009)

Frequent Multimedia Pattern Mining and Association Rules Generation

Hierarchical temporal

association mining

Audio and

Visual

Video event detection (Chen et al.,

2007)

Vague transformation

and Fusion ART

Visual and

Textual

Learning the associations between text

and images (Jiang and Tan, 2009)

Multilevel Sequential

association mining

Audio and

Visual

Semantic indexing and event detection

(Zhu et al., 2005)

Multi-Modal Semantic

Association Rule

Visual and

Textual

Web image retrieval (He et al., 2011)

Multimodal Fusion

method based ARM

Visual and

Textual

Image retrieval (Alghamdi et al., 2014)

ARM based suggestions

generation

Visual and

Textual

Medical image diagnosis (Ribeiro

et al., 2008)

Multimedia Sequential Pattern Mining and Sequence Rules Generation

TSP mining Audio Music genre classification (Ren and

Jang, 2012)

Pattern Count Tree Visual Hand-written digit recognition

(Ananthanarayana et al., 2003)

Sequential patterns of

low level features

Visual Image classification (Lin et al., 2009)
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2.4 Outcome of Literature Review

After extensive review of multimedia data representation, multimedia document

representation and multimedia mining methods, we identified the following issues

and research directions for the knowledge discovery in multimedia documents.

The growing amount of knowledge enriched multimedia documents demanded

for the sophisticated knowledge discovery systems. The success of the knowledge

discovery in multimedia documents depends on the efficacy of the multimedia

mining methods. Most of the existing multimedia mining methods were proposed

for mining the unimodal objects such as image mining, audio mining and video

mining. These methods have utilized the multimedia information of two different

modality. For example, the image retrieval or classification applications utilized

image features and features from their caption. Similarly, the video applications

utilized the audio and visual information. The MMD knowledge extraction

methods required to utilize the information of multiple multimodal objects to

analyze the multimodal contents of a MMD. For example, the query MMD

containing chirping sound with image of a bird retrieves the MMDs having

different images, sounds and text information of that bird. However, very few

approaches have been developed for mining the knowledge from MMDs.

Moreover, these methods performed mining based on the individual analyzing of

each modality neglecting the interactions between the multimedia objects of

MMDs. In order to make use of rich multimedia information available in the

MMDs, the effective and efficient multimedia mining methods are needed.

The achievement of the multimedia mining methods is determined by the

representation of MMDs. The appropriate representation of MMDs generates the

useful patterns to benefit the multimedia mining methods and also reduces the

search time and memory space requirements. The classic VSD and STD models

are used to represent the texts. They are not suitable for representing the

MMDs due to the multimodal nature of their content. The MMDs may contain

similar texts, audios and images. It is very important to consider the similarity

between multimedia objects while representing the MMDs. The similarity
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between words are analyzed based on the synonyms. The similarity between

media objects are computed based on their features. Hence, an effective

multimedia document representation is needed to depict the MMDs based on the

multimedia objects to improve the performance of multimedia mining methods.

The representation of multimedia documents depends on the effective use and

representation of multimodal multimedia objects. Although, several approaches

were proposed for utilizing the multimedia data, some challenging problems still

exist and not well studied. Most of the multimedia fusion approaches were

bimodal and face difficulty in extending the approach for multimodal objects.

These methods managed each modality of data independently by distinct

processing with distinct features. Concatenation of multimodal features suffers

from the issues of dimensionality curse and missing modality. Correlation based

approaches learn the correlations based on the unimodal features of each

modality. Integrating the multidimensional, multimodal features is

computationally expensive for the huge volume of MMDs containing multiple

multimedia objects. Moreover, addition of a MMD for the dataset requires

reintegration of all the multimedia objects. Independent processing of each type

of data will neglect the interactions between them, which are essential to gain

the full understanding of the concept of the MMD. Managing the multimodal

features in multimodal space is the major challenge for MMD knowledge

extraction methods. To overcome these drawbacks, the multimedia objects can

be represented in a unified form. The unified representation allows the use of

same feature extraction method resulting the features in unified feature space.

The multimodal multimedia objects in a unified feature space not only ease the

representation of MMDs, also benefits the multimedia mining tasks. Hence, an

appropriate representation of multimedia objects in unified feature space is

needed to assist the multimedia document representation and the multimedia

mining methods. Overall, for the success of KDMD, the effective multimedia

data representation, multimedia document representation and efficient

multimedia mining methods are required.
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2.5 Problem Statement

In order to solve the open issues discussed in the above section, effective

multimedia document representations are needed for discovering the useful

knowledge from the multimodal MMDs. Accordingly, the research problem is

stated as follows:

“To develop effective multimedia document representations for efficient

knowledge discovery in multimedia documents.”

2.6 Research Objectives

The objectives of the research work are as follows:

• To develop effective multimedia data representation methods for unified

representation of multimedia objects

• To develop effective multimedia document representations for unified

representation of multimedia documents

• To develop efficient multimedia mining methods for knowledge discovery in

multimedia documents

2.7 Scope

The ubiquity of MMDs has raised the demand for the effective use of embedded

knowledge in various diverse applications. The KDMD is the process of discovering

valid, novel, potentially useful, and ultimately understandable knowledge in the

large amounts of MMDs. The existing knowledge discovery process is intended

to discover the knowledge from text documents. The KDMD process requires

the sophisticated procedures to manage, analyze and discover the multimodal

knowledge from the MMDs. In this thesis the main emphasis is given to following

aspects:
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1. Representing the multimodal multimedia objects in a unified

representation. The unified representation avoids the use of distinct

processing, feature extraction and mining methods for each modality of

data. It represents the multimodal multimedia objects in a unified feature

space to benefit the process of multimedia document representation. Also,

it facilitates the multimedia mining tasks in achieving the better result.

2. Representing the dataset of multimodal multimedia documents in a unified

representation to benefit the mining tasks of KDMD process. The

appropriate representation of MMDs extracts the useful patterns that help

for multimedia mining tasks in discovering the required knowledge.

3. Developing the sophisticated multimedia mining methods to discover the

knowledge from MMDs for the various applications.

Our main contributions reported in this thesis are:

• Developing multimedia data representation methods for representing the

multimodal multimedia objects in a unified feature space.

• Demonstrating the efficacy of multimedia data representation methods with

the classification and retrieval of MMDs.

• Developing a bio inspired clustering algorithm for clustering the MMDs to

validate the effectiveness of the multimedia data representation methods.

• Proposing an information theory based similarity measure to find the

pairwise similarity between MMDs.

• Developing a suffix tree based abstraction for the representation of MMDs.

• Developing a feature pattern tree based abstraction for representing the

MMDs.

• Developing proposed abstraction based multimedia knowledge extraction

methods.
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2.8 General Methodology

In order to accomplish the objectives of the research work, the framework for the

KDMD process comprising the multimedia data representation methods,

multimedia document representations and multimedia mining methods is shown

in Fig. 2.1. The research contributions described in the thesis are applicable to

the dataset of MMDs with texts, images and audios. The brief description of

research contributions to aid the KDMD process is given as follows:

Multimedia Data Representation

Multimedia Document Representation

Multimedia to 
Image 

Conversion

Multimedia to 
Signal 

Conversion

Multimedia 
Feature Pattern 

Tree

Multimedia Suffix 
Tree Document

Multimedia 
Classification

Multimedia 
Assoiation Rule 

Mining

Multimedia 
Documents 
Database

Multimedia Mining
Multimedia 

Sequential Rule 
Mining

Multimedia 
Clustering

Figure 2.1: Framework for Knowledge Extraction in Multimedia Documents

2.8.1 Multimedia Data Representation

The multimodal multimedia objects of a MMD need to be represented in a

unified feature space to help the multimedia mining methods. To represent the

multimodal multimedia objects in a unified space, two multimedia data

representation methods are proposed. The first method is Multimedia to Signal

conversion that represents the multimedia objects in frequency domain by
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converting the multimedia objects as signal objects. The second method is

Multimedia to Image conversion that converts the multimedia objects as image

objects in order to represent them in spatial domain. These two methods convert

the MMD as unified multimedia document (UMD) by representing the

multimedia objects texts, images and audios in unified space. The proposed

multimedia data representation methods are evaluated for the classification and

retrieval of MMDs. The effectiveness of the multimedia data representation

methods has been evaluated for clustering the MMDs using the proposed

Glowworm Swarm Optimization based multimedia documents clustering

algorithm. In order to find the similarity between UMDs, an information theory

based similarity measure has been proposed.

2.8.2 Multimedia Document Representation

The appropriate representation of MMDs extracts the useful patterns exist in

the MMDs to benefit the multimedia mining methods in achieving the good

performance. We propose two tree based representations, Multimedia Suffix Tree

Document (MSTD) and Multimedia Feature pattern tree (MFPT) for the

representation of UMDs. The MSTD representation represents the UMDs based

on the shared similar media objects among the documents. The MFPT

representation presents the UMDs based on the shared feature patterns of the

media objects.

2.8.3 Multimedia Mining

Based on proposed multimedia document representations, multimedia mining

methods are developed for efficient knowledge discovery. We developed MSTD

and MFPT based classification for classifying the query multimedia documents.

The developed MSTD and MFPT based clustering algorithms divides the set

multimedia documents into clusters of same multimedia concepts. The MSTD

based frequent multimedia pattern mining extracts the frequent multimedia
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patterns that are used to derive the multimedia class association rules. Based on

MFPT, sequential multimedia feature patterns are extracted that derives the

multimedia class sequential rules for the classification of multimedia documents.

2.9 Multimedia Documents Datasets

The experimental analysis of our research work requires multimodal multimedia

documents datasets. The performance analysis of proposed methods is evaluated

using four multimodal multimedia documents datasets MDS1, MDS2, Flickr and

MDDS. The datasets MDS1 and MDS2 were created by the I-SEARCH project

for multimodal content indexing and retrieval (Rafailidis et al., 2013).

The dataset MDS1 contains 495 content objects of 10 categories with 3D

objects, 2D images and sounds. The subset of 3D objects has been collected

from the SHREC 2011 Generic Shape Benchmark (Li et al.) and the Princeton

Shape Benchmark (Shilane et al., 2004) whereas the 2D images are the snapshots

of corresponding 3D objects. The sounds were collected from publicly available

websites and were manually attached to specific MMDs. The categories include

various concepts birds, dogs, horse, cars, motorcycle, missile, guitar, airplane etc.

The dataset MDS2 comprises of 2779 multimedia documents belonging to 50

categories, consisting of 3D objects, 2D real images and text. The 3D objects

have been collected from both the SHREC 2011 Generic Shape Benchmark (Li

et al.) and the Princeton Shape Benchmark (Shilane et al., 2004). The 2D real

images and text labels were collected from publicly available websites and

manually attached to specific MMDs. The categories include various concepts

airplanes, furniture, bird, airplane, helicopter, car, motorcycle, gun, ship,

cellphone, bug, lamp, laptop etc.

The dataset Flickr is a subset of the public benchmark corpora

MIRFlickr-25K dataset (Huang et al., 1997), contains 1200 documents of 10

categories. The dataset include real images and text labels of different concepts

such as animal, bird, bridge, building, car, flower, river, sky and tree.
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As these three datasets basically contain the bimodal data, we compiled a

multimedia document dataset (MDDS) of 1000 MMDs for 20 concepts including

animals, birds, airliners, motorcycles, cars and musical instruments using the real

images, audio sounds and text documents. The images are collected from two

benchmark image datasets (Fei-Fei et al., 2007)(Wang et al., 2013). The audio

sounds and the text information related to the selected concept are collected

from the Wikipedia and other publicly available websites and are manually

attached to the specific documents. The MDDS dataset can be downloaded from

the web link http://dseg.nitk.ac.in/Project.html. The maximum number

of multimedia objects enclosed by a MMD for MDS1 is 2, for MDS2 is 5, for

Flickr is 70 and for MDDS is 198.

2.10 Summary

This chapter provided the review of existing multimedia data representation,

multimedia document representation and multimedia mining methods. The

problem statement and objectives were framed based on the outcome of

literature review. The scope and contributions of the present research work is

presented. This chapter also provided the brief description of the MMD datasets

used for the experiments of the present research work.
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Chapter 3

Multimedia Data Representation

The multimedia objects need to be processed and represented in an abstract

feature space for the efficient knowledge extraction from MMDs. In this chapter,

we discuss two multimedia data representation methods for representing the

multimedia objects in a unified feature space. We evaluate the effectiveness of

multimedia data representation methods by the classification and retrieval of

MMDs. Based on the proposed multimedia data representation methods, we

propose a bio inspired clustering algorithm for clustering the MMDs and a

similarity measure to find the pairwise similarity between the MMDs. Our

contributions are:

• A Multimedia to Signal Conversion (MSC) for the unified representation of

multimedia objects in frequency domain.

• A Multimedia to Image Conversion (MIC) for the unified representation of

multimedia objects in spatial domain.

• A bio inspired Glowworm Swarm Optimization based clustering algorithm

for the effective clustering the MMDs.

The rest of the chapter is organized as follows. In Section 3.1, we review the

related work. In Section 3.2.1 and 3.2.2, we discuss the MSC and MIC method.

Section 3.3 describes the characteristics of multimedia data representation

methods. Section 3.4 presents the multimedia data representation based

knowledge extraction methods for MMDs. The experimental results are
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discussed in Section 3.5. In Section 3.6, we discuss the bio inspired clustering

algorithm and its experimental evaluation. In Section 3.7, we discuss the

similarity measure for MMDs and its experimental evaluation.

3.1 Related Work

Basically, all the multimedia objects are essentially digital signals. By applying

the mathematical transformations, the signals can be mapped to frequency domain

from their original domain (Zhang and Zhang, 2008). In recent years, some efforts

have been made to convert the domain of the media objects. The text to speech

(TTS) conversion methods has been discovered to convert the text to speech signal

(Taylor, 2009). However, the TTS conversion is a complicated process as it requires

the sequence of complex processes to process and convert text to speech. The

image has been represented in frequency domain based on the changes in the image

position to the corresponding changes in image intensity changing rate (Fisher

et al., 1996). In (Cazan et al., 2007), the image has been converted into sound by

mapping the pixel vertical position into frequency, horizontal position into time,

and brightness into amplitude. The audio to image transform has been achieved

using the wavelet transform for the application of audio steganography (Santosa

and Bao, 2005). It is observed that these approaches have been used to convert the

unimodal objects. Hence, there is a need of effective data representation method

for representing the multimodal contents of MMDs in a unified feature space.

3.2 Multimedia Data Representation

We propose two multimedia data representation methods, Multimedia to Signal

Conversion (MSC) and Multimedia to Image Conversion (MIC) to represent the

multimedia objects in a unified domain. Our approaches are motivated by the

above discussed unimodal domain conversion methods. The MSC method

converts the multimedia objects as signal objects by representing in a frequency
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domain. The MIC method represents the multimedia objects in a spatial domain

by converting as image objects. Multimedia data representation methods

represent the multimodal MMD as unified multimedia document (UMD) by

converting the multimodal multimedia objects as unimodal multimedia objects.

The unimodal contents of UMDs are subjected to feature extraction to extract

the features and represent them in a unified feature space.

3.2.1 Multimedia to Signal Conversion

The framework for the proposed MSC method is depicted in Fig. 3.1. The

framework contains three sections to process the multimedia objects texts,

images and audios.

• Texts

The text document is subjected to tokenization in order to extract the token

words. The stop words are filtered from the extracted words and further

refined by stemming (Porter, 1980). Initially, character sinusoidal signals

are created for each character of a word. The signal is generated for each

character of the word using the following equation:

sc = sin2πfctc (3.2.1)

where fc and tc are the frequency and time vector of the signal for each

character c. The ASCII value of the character is the frequency (fc) for the

signal. The signal for a word is generated by concatenating the sinusoidal

signals of its characters. In order to get unique signal for each word, it is

necessary to generate a unique signal for each character of the word. The

generated character signal needs to indicate a particular character of a word

as well as its position in the word. For example, for a word “popular”, the

character signal of ’p’ is different from character signal of ’o’. As the word

“popular” contains two ’p’s at two different locations the character signal
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Figure 3.1: Multimedia to Signal Conversion

for ’p’ at first position need to be different from the character signal ’p’ at

third position. In order to achieve this, based on the experimental analysis,

we generated a time vector (tc) for the character signal based on following

formula:

tc = (1 :
asciival

2 ∗ charposn
: asciival) (3.2.2)

where asciival is the ASCII value of the character and charposn is the position

of the character in a word. The generated time vector indicates a particular

character and its position in the word. The time vector generates 2∗charposn
time intervals starting from 1 to asciival.
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In Fig. 3.1, the MSC tokenizes the text document o1 to generate the words,

“guitar”, “popular”, “musical”, “instrument”, “classified” and “string”. In

order to convert a word “guitar” to signal object, initially the character

signals are generated using the equation (3.2.1) for each character of “guitar”

based on their position and ASCII value. For example, the ASCII of ’t’ is

116 and its position is 4. The time vector formed for ’t’ is [1 15.5 30 44.5 59

73.5 88 102.5] Then, the signal is generated for ’t’ using equation (3.2.1) with

fc = 116. Figure 3.2 shows the signal generated for character ’t’. Similarly all

character signals are generated and concatenated to form a single sinusoidal

signal of variable frequency over time for the word “guitar”.
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Figure 3.2: Signal form of character 't'

• Images

Initially the RGB image is transformed into HSV (Hue, Saturation and

Value) color space due to the potential of detaching the chromatic and

achromatic components of the image. Moreover, the HSV color space is

similar to the human conceptual understanding of colors. The signal form

of HSV image is obtained by mapping the pixel position as time and

intensity (Value) as amplitude for the signal.

For example, let {100,120,250,245,23,30,60,255,25} are the intensity values

of a 3*3 image. The signal form of image is formed by mapping pixel

positions i.e. 1,2,3,..,9 in time axis with the corresponding intensity value

as amplitude. The generated signal form is shown in Fig. 3.3. In Fig. 3.1,

the image o2 is converted as signal object s7.
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Figure 3.3: Signal form of an Image

• Audios

As audio is signal by nature, it does not require any process to convert it into

signal object. Initially audio signal is converted as a mono signal. Then, it

is subjected to filtering to remove the noise and amplified to get the strong

signal. The initial and end silences of the signal are filtered using the RMS

(root mean square) value of the signal as a threshold. In Fig. 3.1, the audio

signal o3 is represented as signal object s8.

Feature Extraction from Signal Objects

The MSC method converts each MMD as UMD and represents as a collection of

m signal objects i.e. UMD = {s1, s2, ...sm}. The UMD is considered as an

unimodal document and the same feature extraction and mining techniques are

applied. The signal objects can be subjected to any feature extraction methods

that are used to extract the features from signals such as the Fourier Transform,

Short Time Fourier Transform and Wavelet Transforms. In order to represent

the signal objects in a unified feature space, we employed the wavelet transform

(Mallat, 1989) to retrieve the features from signal objects. The wavelets are

widely used in various image and audio processing applications (Bultheel and

Huybrechs, 2011).

Wavelet is a waveform of effectively limited duration that has an average

value of zero. Wavelet transform converts a signal into series of wavelets by

providing a way for analyzing waveforms bounded in both frequency and
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duration. The Continuous Wavelet Transform (CWT) analyzes the signal using

wavelets by simple scaling and translation. CWT is a redundant transform,

because it computes large number of redundant values both for the scale and for

the translation. The Discrete Wavelet Transform (DWT) is used to decompose

discrete time signals obtained by the discretization of the CWT in the

time-frequency plane. The signal to be analyzed is passed through filters with

different cut off frequencies at different scales. After each decomposition level,

the signal is decomposed into approximation coefficients and three detail

coefficients. The approximation coefficients are obtained by low pass filtering

and the detail coefficients are obtained by high pass filtering the input sequence,

followed by down-sampling. The frequency response for high-pass and low-pass

filters determines the detail and approximation decomposition for different

orders of wavelet transform. The sequence of approximation coefficients

constitutes the input for the next iteration. Each decomposition level

corresponds to a specified resolution. The resolution decreases with the

increasing of the number of decomposition levels. Inverse DWT is used for the

reconstruction of the approximation signal using the approximation and the

detail from the previous resolution level. The most commonly used wavelets are

Haar, Daubechies, Symlets, Shannon, Mexican Hat, Coiflet etc.

The Daubechies wavelet is the most popular wavelet used for signal and

image applications (Bultheel and Huybrechs, 2011). It has the maximum number

of vanishing moments for a given minimal compact support (Mallat, 2008). More

vanishing moments implies higher compression, and smaller support implies less

computation. The smaller the support of the wavelet is, the less of the signal it

picks up in a certain wavelet coefficient. The Daubechies wavelet uses the

overlapping windows, so the results reflect all changes between pixel intensities.

It is orthogonal and supports the multiresolution analysis. It has balanced

frequency response for both the analysis and reconstruction filters.

The signal objects from the UMD are subjected to three level Daubechies

wavelet transform and decomposed into approximation coefficients and detail
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coefficients. The dimensionality of wavelet coefficients varies depending on the

length of signal object. In order to reduce the dimensionality of the wavelet

coefficients we derived the statistics mean, standard deviation, variance,

maximum and minimum from the wavelet coefficients and used as the features

for the signal objects. Each of the signal object is represented as p-dimensional

features sm = {fs1, fs2, ..., fsp}. The dimension p of the features depends on the

decomposition level of the wavelet transform. The wavelet transform of level 3

generates 20 features i.e. five statistics are derived from each of one

approximation coefficient and three detail coefficients. Figure 3.4 shows the

representation of a MMD with multimodal objects as UMD with signal objects

in unified feature space.
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Figure 3.4: Representing MMD in Unified Feature Space using MSC

3.2.2 Multimedia to Image Conversion

The framework for the proposed MSC method is depicted in a Fig. 3.6. The

framework contains three sections to process the multimedia objects texts, images

and audios.

• Texts

The text document is processed into words using tokenization. The words

are reduced by filtering the stop words, further refined by stemming. Each

extracted word is converted as a bitmap by combining the character bitmaps

of all the characters of the word. For each character, a color bitmap of

20*18 pixel size is created using the predefined bitmaps of all alphanumeric
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characters. The created character bitmap displays the character in colors.

The background color of the character and the character color have been

selected randomly. Finally the word bitmap is resized to a standard size of

256*256. Figure 3.5 shows the image form for word “guitar”. In Fig. 3.6

the words (“guitar”, “popular”, “musical”, “instrument”, “classified” and

“string”) are extracted from text document o1 converted into word bitmaps

i1, i2, i3, i4, i5 and i6.

Figure 3.5: Image for a word “guitar”

• Images

The images are itself represented by a spatial domain, so there is no

additional processing is required to convert them as image objects. The

RGB image is resized into a standard size of 384*256 to reduce the

dimensionality of the image and then converted into HSV color space. In

Fig. 3.6, the image o2 is considered as i7 after processing by the MIC

method.

• Audios

The audio signal is converted as a mono signal and subjected to filtering to

remove the noise. The signal is amplified to get the strong signal. The initial

and end silences of the audio signal are filtered using the RMS value of the

signal as a threshold. The audio signal is converted as image by using the

waveform of signal. The audio data samples are extracted from the audio

waveform which undergoes normalization to get a positive waveform. The

amplitude values of waveform are used as the positional intensity to plot the

waveform image. The waveform plot has been converted into an image of

standard size 640*480 pixels using the MATLAB software. In Fig. 3.6, the

audio signal o3 is converted as image i7.
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Feature Extraction from Image Objects

In general, the high dimensional images require the dimensionality reduction

methods such as principal component analysis (PCA), Singular Value

Decomposition (SVD), Local Linear Embedding (LLE), Isomap and Laplacian

Eigenmaps to reduce the dimensionality before the extraction of features.

However, the MIC method resizes the high dimensional images into standard size

to reduce the dimensionality of the images. The MIC method converts the MMD

as UMD and represents as a collection of m image objects i.e.

UMD = {i1, i2, ...im}. In order to preserve the characteristics of color image

objects, a composite feature vector is created for image objects by extracting
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color features and texture features of the image. The color features include HSV

color histogram (Huang et al., 1997), color autocorrelogram (Huang et al., 1997),

color moments (Stricker and Orengo, 1995) and texture features include Gabor

filters (Grigorescu et al., 2002) and wavelet transform (Mallat, 1989).

• HSV color histogram

From the HSV image H, S and V color components are extracted and

quantized. For an m ∗ n image I, let C = {c1, c2, ..., ck} are the m quantized

colors. The histogram h of I for color ci can be defined as:

hci(I) = Pr [p ∈ Ici ] (3.2.3)

where hci represents the number of pixels in color ci such that the color

histogram for image I is H(I) = {h1, h2, .., hk}.

• Color Correlogram

A color correlogram provides the spatial correlation of pairs of colors changes

with distance. It is used to describe the global distribution of local spatial

correlation of colors. The correlogram of image I for color pair (ci, cj) is

defined as:

γdci,cj(I) = Pr
p1∈Ici ,p2∈I

[
p2 ∈ Icj | |p1 − p2| = d

]
(3.2.4)

where γdci,cj(I) is the probability that a pixel p2 of color cj at distance d

away from the given pixel p1 is of color ci.

The autocorrelogram of an image captures spatial correlation between

identical colors only and is defined by:

αc
d(I) = γdc,c(I) (3.2.5)

• Color moments

Color moments are used to differentiate the images based on the color

features. The three color moments provide the color distribution of the
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images. The color moments are calculated from HSV color space. Any

color distribution can be characterized by its moments. As the most

information is concentrated on the low-order moments, the first moment

(mean), the second moment (variance) and the third moment (skewness)

are taken as the features for images.

Mean (Ei) is the average color value in the image and defined as:

Ei =
N∑
j=1

1

N
pij (3.2.6)

where pij is the jth pixel at ith color channel of image I.

The square root of the variance of the distribution is the standard deviation

(σi) that is defined as

σi =

√√√√[ 1

N

N∑
j=1

(pij − Ei)2

]
(3.2.7)

Skewness (si) is a measure of the degree of asymmetry in the distribution,

si = 3

√√√√[ 1

N

N∑
j=1

(pij − Ei)3

]
(3.2.8)

• Gabor Filters

The Gabor Filters are well suited for texture segmentation because they

possess the optimal localization properties in both spatial and frequency

domain and in any number of dimensions. They are basically Gaussian

functions modulated by complex sinusoidal of frequency and orientation.

The Gabor features, texture energy and mean magnitude of the transform

coefficients are calculated as given in (Grigorescu et al., 2002).
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• Wavelet Transform

Wavelet transform helps in detecting dominant points and analysis of local

periodic pattern, so they are used to extract the texture features. They

decompose the signal into approximation and detail coefficients.

Approximation coefficients contain the original image details whereas the

detail coefficients contain horizontal, vertical and diagonal details of the

image. The horizontal and vertical details provide the information about

the horizontal and vertical edges of the image. The mean and standard

deviation of wavelet coefficients are computed and used as texture features

for the image.

The above discussed features are concatenated and a high dimensional single

feature vector is formed for each image object. Each feature discussed is are of

different dimensions. For example, the HSV histogram generates 32 features for

32 quantized colors, the color moments generates 9 features (3 features for each

color) and so on. These features are concatenated and a high dimensional single

feature vector is formed for each image object. Each image object is represented

as q-dimensional features im = {fi1, fi2, ..., f iq}. Figure 3.7 shows the

representation of a MMD with multimodal objects as UMD with image objects

in unified feature space.
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Figure 3.7: Representing MMD in Unified Feature Space using MIC
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3.3 Characteristics of Multimedia Data

Representation Methods

The proposed multimedia data representation methods retain the original

characteristics of the image and audio objects. The similarity between the

similar images or similar audios will be retained even after converting them into

signal objects or image objects. The signal objects of images will never be

similar to signal objects of words or signal objects of audios. Similarly, the image

objects of audios will never be similar to image objects of words or image objects

of images. Moreover the signal or image objects formed from different words will

never be similar to each other. Although it is possible to create the similar signal

or image objects for semantically similar words, it requires additional processing

for the discovery of semantic meaning.

With text documents, the similarity between the words is considered based

on the synonyms. The MMD is originally comprised of images, audios and text

documents, there is a possibility of having similar images and similar audios.

Instead of handling similar objects independently, it will be useful if the similar

image and audio objects are considered as same object. To find the similar

image and audio objects, the similarity between the objects is computed. The

objects are considered similar when the similarity between the features of objects

satisfies a user defined object similarity threshold (threshob). The object

similarity threshold value specifies the percentage similarity between the features

of two objects.

The similarity between the objects is calculated using the percentage

difference (PD) measure. The main advantage of using PD measure over the

other distance measures such as city block, Euclidean, Cosine and Canberra is

considering the similarity of individual features. It also considers the magnitude

of feature value. Moreover, the value of PD measure is normalized by default to

lie within [0,1].
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The PD measure between two objects oi and oj is calculated as follows:

pdij = 100 ∗ 1

p

p∑
k=1

2 ∗ |(oik − ojk)|
(|oik |+ |ojk |)

(3.3.1)

where p is the number of features of the objects oi and oj.

3.4 MSC and MIC based Knowledge Extraction

from Multimedia Documents

To evaluate the effectiveness of the proposed multimedia data representation

methods, experiments are conducted for the classification and retrieval of

MMDs. The framework of knowledge extraction from MMDs using the proposed

multimedia data representation methods is shown in Fig. 3.8. In Section 3.4.1,

we discuss the classification MMDs using the MSC and MIC methods. In Section

3.4.2, we discuss the retrieval of MMDs using the MSC and MIC methods.
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Conversion Multimedia Document 

Classification

Multimedia Document 
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of MMDs

UMDs with 
Image 

Objects
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Figure 3.8: Framework for Knowledge Extraction from MMDs using the MSC
and MIC methods
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3.4.1 Multimedia Document Classification

In this section, we discuss how the MSC and MIC methods support the

classification of MMDs. The classification of MMDs is performed by assigning

the class labels for the set of test MMDs. The classification task retrieves the

MMD that has maximum document similarity with the test MMD. The test

MMD is correctly classified when the concept of test MMD and retrieved MMD

is same. The MMDs are converted as UMDs using the proposed multimedia data

representation methods and classification is performed.

Let UMDT = {umd1, umd2, ..., umdN} be the training UMDs that have

known class labels. For each test UMD umdq, the most similar UMD umdr is

found by computing the similarity between the umdq and umdt ∈ UMDT using

the equation as follows:

umdr = {umdk : k = argmax
1≤t≤N

[sim(umdq, umdt)]} (3.4.1)

where sim(umdq, umdt) is the similarity between the umdq and umdt. The

umdt that has maximum similarity with umdq is considered as the most similar

UMD to umdq. The similarity between umdq and umdt is computed using the

Dice Coefficient as follows:

sim(umdq, umdt) = 2 ∗ |umdq
⋂
umdt|

|umdq|+ |umdt|
(3.4.2)

where umdq
⋂
umdt denotes the similar objects that exist in both the umdq

and umdt. The similar objects has been identified based on the similarity of the

features calculated using the percentage difference function given as (3.3.1).

The efficiency of multimedia classification is evaluated by computing the

accuracy of the classifier. The accuracy for M query UMDs is computed using

the formula:

Accuracy =

∑i=1
M Class Result

M
(3.4.3)
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where Class Result= 1 when umdq and retrieved similar UMD umdr have the

same concept, otherwise 0. Higher accuracy proves the efficiency of a classifier.

The accuracy value for a perfect classifier is 1, i.e. the classifier correctly classifies

all the test MMDs.

3.4.2 Multimedia Document Retrieval

The proposed MSC and MIC methods support the retrieval of MMDs. The

MMD retrieval process retrieves the MMDs that are similar to query document.

The retrieval process has been experimented for internal and external queries.

Internal queries are the MMDs that belong to the training dataset whereas the

external queries do not belong to the training dataset.

Let UMDT = {umd1, umd2, ..., umdN} be the training UMDs. For each

query umdq, the UMD umdt ∈ UMDT is considered relevant when their

similarity satisfies the user defined document similarity threshold. The similarity,

sim(umdq, umdt) is computed using the Dice Coefficient according to (3.4.2).

The effectiveness of the multimedia information retrieval is evaluated using the

two standard measures, precision and recall (Manning et al., 2008). Precision

measures the fraction of the returned documents that are relevant to the query

and the recall measures the fraction of relevant documents in the collection was

returned by the system. The precision and recall are calculated as follows:

Precision =
No. of relevantMMDs retrieved

No. of MMDs retrieved
(3.4.4)

Recall =
No. of relevantMMDs retrieved

No. of relevantMMDs in the dataset
(3.4.5)

The perfect precision value of 1 indicates that every retrieved MMD is relevant

whereas the perfect recall value of 1 indicates that all relevant MMDs are retrieved.
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3.5 Experimental Results and Discussion

This section discusses the results of multimedia knowledge extraction using the

proposed multimedia data representation methods. The proposed multimedia

data representation methods are evaluated by performing the experiments for

the classification and retrieval of multimedia documents. The experiments are

conducted with four multimodal multimedia documents datasets MDS1, MDS2,

Flickr and MMDS. The detailed description of the datasets are given in Section

2.9. Section 3.5.1 presents the time taken by the MSC and MIC methods for

representing the multimedia objects of four multimodal datasets in a unified

feature space. Section 3.5.2 presents the MMD classification results. In Section

3.5.2, we discuss the results of MMD retrieval.

3.5.1 Results of Multimedia Data Representation

Methods

This section compares the time taken by the MSC and MIC methods to represent

the multimodal multimedia objects in a unified feature space. Table 3.1 shows the

details of time taken for the multimedia data representation for each dataset. It is

observed that the conversion time taken by MSC method is very small compared

to MIC method. The time taken to convert image to audio by MSC method is

very less compared to audio to image by MIC method. Moreover, word to audio

conversion time is less compared to word to image conversion time. The total

conversion time taken by MSC method is 6.96 sec for MDS1, 86.28 sec for MDS2,

30.97 sec for Flickr and 29.89 sec for MDDS. The total conversion time taken

by MIC method is 85.25 sec for MDS1, 12.45 sec for MDS2, 13.55 sec for Flickr

and 120.96 sec for MDDS. It is noticed that the conversion time required for the

datasets depends on the modality and the number of the multimedia objects. The

datasets that are dominated by the images such as MDS2 and Flickr take less

conversion time with MIC. The datasets MDS1 and MDDS that have more audios

and words have less conversion time with MSC method.
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Table 3.1: Time taken by the MSC and MIC methods in sec

Datasets
Objects

MSC MIC

Conversion

Time

Feature

Extraction

Time

Conversion

Time

Feature

Extraction

Time

MDS1
Images 5.89 3.39 2.49 85.97

Audios 1.07 3.47 82.76 94.86

MDS2
Words 0.74 8.40 3.05 531.65

Images 85.54 46.04 9.40 371.77

Flickr
Words 2.58 33.06 10.41 954.61

Images 28.39 13.78 3.14 127.20

MDDS

Words 2.27 38.20 9.69 904.31

Images 25.17 10.77 1.59 89.54

Audios 2.45 6.64 109.68 121.88

The signal objects are subjected to three level Daubechies wavelet transform,

statistics are computed to extract the features and a low dimensional feature vector

is formed for signal objects. A high dimensional feature vector is formed for image

objects by extracting the color features and texture features of the image. The

results show that the feature extraction time of image objects is more compared to

the feature extraction time of signal objects due to its high dimensional features.

The MSC method takes the total feature extraction time of 6.86 for MDS1, 54.44

for MDS2, 46.84 for Flickr and 55.61 for MDDS. The total feature extraction time

by MIC method is 180.83 for MDS1, 903.42 for MDS2, 1081.81 for Flickr and

1115.73 for MDDS. Hence, sophisticated methods are needed for the conversion

of multimedia objects to image objects. Also effective feature extraction and

dimensionality reduction methods are required for image objects.

3.5.2 Multimedia Documents Classification Results

The classification of MMDs is performed by assigning the class labels for the set of

test MMDs. The four multimodal MMD datasets are split into training and test

datasets in the ratio of 80%-20%. All the experiments are conducted for various

object similarity threshold values in %, threshob = {0, 1, 3, 5, 7, 10, 13, 15, 20}. The
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similarity between signal objects and image objects is computed using PD measure

according to (3.3.1).

Figure 3.9 demonstrate the performance of the classification of UMDs using

MSC and MIC methods for various object similarity values. The best accuracy

values obtained using the MSC method for datasets MDS1, MDS2, Flickr and

MDDS are 0.66, 0.82, 0.68, and 0.91 respectively. The best accuracy obtained

using MIC method are 0.63 for MDS1, 0.80 for MDS1, 0.70 for Flickr, and 0.89

for MDDS. It is observed that the lower values of accuracy are obtained for lower

and higher values of threshob. The lower value of threshob may not retrieve the
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Figure 3.9: Classification of Multimedia Documents
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relevant MMDs for all the test MMDs due to the nonavailability of similar objects,

so obtains the low accuracy. The higher values of threshob may retrieve more

MMDs, but all of them may not be relevant to test MMDs resulting in lower

accuracy. The optimum value of threshob retrieves more relevant MMDs resulting

in a higher accuracy value. It is observed that optimum value of threshob is

different for different dataset as it depends on the modality of the multimedia

objects of the datasets. The values of threshob at which best accuracy achieved

are 10% for MDS1, 5% for MDS2, 5% for Flickr, and 7% for MDDS. The values

of threshob for MIC method that achieved best accuracy are 10% for MDS1, 13%

for MDS2, 7% for Flickr, and 15% for MDDS.

Figure 3.10 shows the performance comparison of classification of MMDs for

the MSC and MIC methods. The results demonstrate the achievement of MSC

method over MIC method with the improvement of 3% for MDS1, 1% for MDS2

and 2% for MDDS. With Flickr, the MIC method shows the improvement of 2%

as it has dominated by real color images. It is observed that the MDDS dataset

performed significantly better compared to other datasets. The MDDS dataset has

all the three modality of data that gives more information for the concept. Hence

the classification performance of MDDS is better compared to other datasets.

3.5.3 Multimedia Document Retrieval Results

The performance of the multimedia data representation methods has been

evaluated by conducting the experiments for multimedia documents retrieval in

terms of precision-recall. The results of multimedia document retrieval are

compared with the results of manifold learning SMMD method (Daras et al.,

2012). The SMMD method has been experimented with datasets MDS1 and

MDS2 for the retrieval of MMDs using internal and external queries. For

internal queries, each MMD of the dataset is considered as a query and for

external queries 10% of MMDs of the dataset are posed as query. The precision

and recall values are computed according to (3.4.4) and (3.4.5) respectively.

We conducted experiments for the retrieval of MMDs with datasets MDS1
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and MDS2 using various object similarity threshold values in %, threshob =

{0, 1, 3, 5, 7, 10, 13, 15, 20}. Based on the experimental analysis, we set a lower

bound of 0.5 as the document similarity threshold. The individual

precision-recall is computed for each query and then the average precision-recall

is extracted for each object similarity threshold value. The precision-recall

curves are drawn for each dataset by interpolating the average precision values

for 11 standard recall values.

The retrieval performance of MSC and MIC methods are compared with the

SMMD method for MDS1 and MDS2. The performance comparison of the

methods is shown in Fig. 3.11. In case of internal queries, the MSC method

achieved the maximum precision improvement of 5% for MDS1 and 4% for

MDS2 whereas MIC method achieved the maximum precision improvement of

2% for MDS1 and 4% for MDS2 compared to SMMD method. For external

queries, the MSC method attained the maximum precision improvement of 1%

for both datasets and MIC method attained the maximum precision

improvement of 1% for MDS2 over the SMMD method. However, the SMMD
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Figure 3.11: Comparison of MSC and MIC methods with SMMD method for
MMD Retrieval

method performs 1% better than MIC method for MDS1. The SMMD method

searches the MMDs using a low dimensional feature space which was built based

on the assumption that each modality of object of each MMD has same number

of neighbors. However, this assumption may degrade the performance as the

multimedia objects of different modality may have different number of neighbors.

Our method retrieves the similar documents based on the similarity of

multimedia objects. Hence, our method achieved better performance compared

to SMMD method. The improved performance indicates that the multimedia

data representation methods help to improve the efficiency of the MMD retrieval

methods.
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3.6 The Glowworm Swarm Optimization Based

Multimedia Documents Clustering

Nowadays nature has inspired the researchers to develop the nature inspired

algorithms and use them successfully for the extraction of knowledge. Swarm

intelligence algorithms are the inspiration from behavior of social natural

communities such as birds flocks, ant colonies, fish schools, glow worms, fireflies

etc. These algorithms accomplish their task depending on the receptor of the

individual’s interactions while communicating with each other. Among the

various Swarm intelligence algorithms, Glowworm Swarm Optimization(GSO)

(Krishnanand and Ghose, 2006) algorithm has been inspired by the intelligence

in lighting behavior of the worms. The glowworms have the capability to control

their light emission and use the emitted light for various purposes like attracting

the prey, attracting mates etc. GSO has been used in several applications such

as mobile sensor networks and robotics (Krishnanand and Ghose, 2009),

clustering the documents (Aljarah and Ludwig, 2013), for sensor deployment

scheme in wireless sensor networks (Liao et al., 2011) and to find the optimal

solution for multiple objective environmental economic dispatch (MOEED)

problem (Jayakumar and Venkatesh, 2014). The majority of the swarm

intelligence algorithms motivates to locate the global solution for the given

optimization problem. Besides that, the GSO algorithm was the first swarm

intelligence algorithm used for optimizing multimodal functions with equal or

distinct objective function values.

3.6.1 Glowworm Swarm Optimization Algorithm

The GSO algorithm has the ability to simultaneously capture the multiple

optima of multimodal functions with distinct objective function values. In GSO

algorithm, the swarm of glowworms are scattered in search space. Each

glowworm carries its own bio luminescence substance known as luciferin. The
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glowworm releases luciferin to make itself visible for other glowworms within its

vision range. The intensity of luciferin is associated with the objective function

of glowworm's location. The vision range for each glowworm varies depending on

the amount of luciferin released. All the glowworms search for their neighbors

within their vision range and then move towards the brighter glowworm within

their neighbor set. In each iteration, the position of the glowworm changes and

then the luciferin value also gets updated. Hence at the end, most of the

glowworms group together to make the compact clusters in the search space at

multiple optimal solutions.

Initially, all the glowworms have an equal amount of luciferin value. In each

iteration the glowworm undergoes through luciferin update phase and movement

phase. In luciferin update phase, the objective function is evaluated at current

glowworm position and glowworm's luciferin value updates depending on new

objective function values. During movement phase, each glowworm explores its

vision region to attract the neighbors that have higher luciferin value. The

glowworm moves towards the best neighbor glowworm from the neighborhood

set using the probability mechanism. The position of glowworm is updated

depending on selected neighbor glowworm. At the end of the iteration, the vision

range of glowworm is updated. One of the important characteristics of GSO

algorithm is the use of variable vision range that decides the number of

neighbors. The vision range increases when the neighbor density is lower and

decreases when the neighbor has higher density.

Motivated by the strength of optimization and dynamic nature, we employed

the GSO algorithm for finding the optimal solution for clustering the MMDs.

3.6.2 GSO based Multimedia Documents Clustering

Algorithm

The proposed GSO Based Multimedia Documents Clustering Algorithm

(GSOMDC) uses the GSO technology to partition the UMDs into a set of
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clusters. Most of the clustering algorithms partition the dataset by extracting

centroids based on the features of multimedia objects. Multimedia document is a

collection of multimodal objects. The signal objects retain the original

characteristics of the multimodal objects. Since the features of signal objects of

different modality have different characteristics, the feature based centroids

extraction is not practical for MMDs. Hence, centroid based clustering is not

applicable for MMDs. Clustering the MMDs mainly relies on the similar objects

between the MMDs. The proposed algorithm groups the UMDs into clusters

such that the UMDs within the cluster have similar information.

The GSOMDC algorithm partitions the given UMDs, UMD =
{
umdi |Ni=1

}
into a set of K clusters C = {C1, C2..CK}. The algorithm tries to maximize the

similarity of the UMDs within the cluster and minimize the similarity between

the UMDs of different clusters. In addition, each cluster must have at least one

UMD within it. As our research work is dealing with MMDs of single concept,

the algorithm doesn’t generate the overlapped clusters. The generated clusters

should not be empty and should be disjoint such that
⋂

i..k Ci = {} and⋃
i..k Ci = UMD.

In the initialization phase, the collection of UMDs are considered as the

glowworm swam S =
{
gi |Ni=1

}
and each glowworm gi acts as an agent of its own

cluster in the virtual search space. The glowworm agent is responsible for the

movement of glowworms and luciferin update. The glowworm agents are

initialized with the number of objects found in each document as luciferin value.

In each iteration, the luciferin value and vision range of each glowworm agent

gets updated. The vision range of glowworm agent depends on its luciferin value.

In the classical GSO algorithm, at the beginning all the glowworm agents carry

same value of luciferin value. After each iteration, the luciferin value and vision

range gets updated. However in the proposed algorithm, as per the real life

scenario the glowworms carry the variable luciferin value depending on the

number of objects belongs to them in each cluster. After initializing the swarms

with the luciferin value, the glowworm agent gi with the lower luciferin value is
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selected as a candidate to search for a glowworm within its vision range and with

same or higher value of luciferin. The selected glowworm agent gi extracts the

set of neighbor glowworms Ni within its vision range based on the following rule:

Ni = {j : simij < vri;Li ≤ Lj &Lj <= 3 ∗ Li} (3.6.1)

where Li, Lj are the luciferin values of glowworm agents gi and gj, vri =

{max(thsim); 0.5 ≥ thsim ≤ max(simij)} is the vision range of glowworm agent gi

and simij is the similarity value between gi and gj. The similarity value simij is

calculated as follows:

simij = 2 ∗
∑m

x=1

∑n
y=1 cntxy

Li + Lj

(3.6.2)

where cntij =


1 : pdxy ≥ threshob

0 : otherwise

is the count of the similar objects

present in glowworms gi and gj and pdxy is the percentage difference between the

two objects ox ∈ gi and oy ∈ gj. The threshob is the threshold for object

similarity. The percentage difference between the objects ox and oy is computed

as per the formula (3.3.1).

The glowworm gi considers only those glowworms that have their luciferin

value satisfying the criteria Lj <= 3 ∗Li for the selection of neighbors. In a large

dataset of documents, finding the similarity between all the neighbors is time

consuming. Moreover, the glowworms with higher luciferin value will have very

less similarity with glowworms with lower luciferin value. To avoid computing

the similarity with all the glowworms, the criteria Lj <= 3 ∗ Li is used to select

the glowworms such that the similarity between the two glowworms will be at

least 0.5. The minimum threshold for the object similarity value is restricted to

0.5 to ensure that the more similar MMDs are clustered together.

For example,

Let the luciferin value L1 for glowworm g1 is 4. It can consider the

glowworms with luciferin value of 4 or more for neighbor selection. Let the
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luciferin values for glowworms g2, g3, g4, g5 and g6 are L2=4, L3=8, L4=10,

L5=12 and L6=13 respectively. It is assumed that the selected neighbors has the

objects similar to all four objects of g1. As per equation 3.6.2, the sim(g1,g2)=1,

sim(g1,g3)=0.67, sim(g1,g4)=0.57, sim(g1,g5)=0.5 and sim(g1,g6)= 0.47. The

analysis of the similarity values indicates that the glowworm (g6) which has

luciferin value higher than L1*3, cannot be the neighbor for glowworm with

luciferin value 4, as their similarity value is less than 0.5.

Among the selected neighbors, the glowworm agent gi selects the best

neighbor that has higher or equal to its luciferin value based on the probability

calculated using the following equation:

probij =
Lj − Li∑

k∈Ni
Lk − Li

(3.6.3)

The glowworm agent gi moves towards the cluster of the best neighbor

glowworm agent gj and becomes the member of it. while moving, glowworm

agent gi also moves the members of its cluster towards the cluster of glowworm

agent gj. The procedure continues till all the glowworms selects the best

neighbor depending on their luciferin value and vision range. After each iteration

the luciferin value of the glowworm agent of each cluster is updated to the

number of objects of all the documents enclosed by the cluster. The procedure

repeats till the number of iterations reached the maximum iterations. The

algorithm terminates when there is no movement of glowworm agents. The

GSOMDC algorithm is summarized in algorithm 3.1.

3.6.3 Experimental Results and Discussion

The effectiveness of the multimedia document clustering is evaluated using the two

standard measures Purity and Entropy (Manning et al., 2008). Purity measures

how well the clustering algorithm will be able to reproduce the classes. Entropy

indicates the homogeneity of the cluster. It measures the distribution of various

classes within each cluster.
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The weighted average clustering purity for a set of N multimedia documents

is calculated as follows:

Purity =
∑
k

|cj|
N

max
j
|ck ∩ tj| (3.6.4)

where C = {c1, c2, ..., ck} are the number of clusters for N multimedia documents

and T = {t1, t2, ..., tj} is the set of multimedia concepts. The weighted average

entropy of the generated clusters is calculated as follows:

Entropy = − 1

logk

k∑
j=1

|cj|
N

l∑
i=1

pijlog(pij) (3.6.5)

where pij is the probability that a member of cluster cj belongs to concept ti.

Better clustering algorithms results in larger purity value and smaller entropy

value. The purity and entropy value for a perfect clustering is 1 and 0 respectively.

The proposed GSOMDC algorithm is experimented with four multimodal

datasets using MSC and MIC methods. The details of datasets are given in Section

Algorithm 3.1 GSOMDC Clustering

1: Input: {UMD = umd1, umd2, ..., umdN}, maxiterations
2: Output: Clusters of multimedia documents
3: repeat
4: for each multimedia glowworm agent gi ∈UMD do
5: Initialize the number of objects present in the cluster of gi as its luciferin

value Li

6: end for
7: Arrange the glowworms with respect to their luciferin (L) value in

ascending order
8: for each multimedia glowworm agent gi∈ UMD do
9: Find the neighbors gj of gi using the rule (3.6.1)

10: Calculate the probability of each of the neighbor j ∈ Ni using the
formula (3.6.3),

11: Select the best neighbor gj having the minimum probability
12: Move gi towards the cluster of gj and become its member .
13: end for
14: iterations=iterations+1
15: until no glowworms to merge or iterations ≤ maxiterations
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2.9. The efficiency of the proposed GSOMDC algorithm is explored by computing

the purity and entropy values for the generated clusters. The maximum limit for

the number of iterations is kept as 10 by the experimental analysis. The purity and

entropy values are computed for various object similarity threshold values in % ,

threshob = {1, 3, 5, 7, 10, 13, 15, 20} for four datasets are shown in Fig. 3.12 and

3.13. The better purity and entropy values are obtained for the object similarity

threshold value between 1 to 10. With the MSC method, the best purity value
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Figure 3.12: Purity and Entropy Scores of GSOMDC Algorithm for MSC
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Figure 3.13: Purity and Entropy Scores of GSOMDC Algorithm for MIC

for MDS1 is 0.9270, MDS2 is 0.9238, Flickr is 0.9332 and MDDS is 0.9986. The

best entropy values are 0.0033 for MDS1, 0.0299 for MDS2, 0.0251 for Flickr and

0.0006 for MDDS. Similarly, with MIC model the best purity values are 0.8914

for MDS1, 0.9133 for MDS2, 0.0.8981 for Flickr and 0.9958 for MDDS. The best

entropy values are 0.0032 for MDS1, 0.038 for MDS2, 0.040 for Flickr and 0.0007

for MDDS. The analysis of the purity and entropy values shows that the GSOMDC

algorithm clusters the multimedia documents effectively.

The performance comparison of clustering of MMDs with MSC and MIC

methods is presented in Table 3.2. The analysis of the results indicate that the
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MSC method performs better compared to MIC method by achieving better purity

and entropy values. The MSC shows the purity improvement of 3% for MDS1, 1%

for MDS2, and 3% for Flickr over the MIC method. Also, it shows the improvement

of 1% for MDS2, 2% for Flickr with entropy values compared to MIC method.

3.7 Similarity Measure for Multimedia

Documents

The important aspect of multimedia knowledge extraction is finding the

similarity between the multimedia documents. The traditional similarity

measures are used to find the similarity between the unimodal objects such as

text documents, images and audios. The similarity measures such as Euclidean

distance, Cosine Similarity, Pearson Correlation Coefficient, Jaccard Coefficient,

Averaged Kullback-Leibler Divergence, Manhattan distance, Chebyshev distance

and Canberra distance are used to compute the similarity between text

documents (Huang, 2008; Schoenharl and Madey, 2008). The media objects are

processed and features are extracted to represent them as feature vectors. The

similarity between audio features are computed using Manhattan (Seyerlehner

et al., 2010), Euclidean (Helén and Virtanen, 2009), Kullback-Leibler divergence

(Helén and Virtanen, 2009; Jensen et al., 2009; Kwitt and Uhl, 2008). The

widely used similarity measures for image features are Euclidean

(Arevalillo-Herráez et al., 2008; Grigorova et al., 2007; Guo et al., 2002),

Table 3.2: Performance Comparison of GSOMDC Algorithm for Clustering UMDs
using MSC and MIC

Datasets

Purity Entropy

MSC MIC MSC MIC

MDS1 0.9270 0.8914 0.0033 0.0045

MDS2 0.9238 0.9133 0.0299 0.0383

Flickr 0.9332 0.8981 0.0251 0.0410

MDDS 0.9986 0.9956 0.0006 0.0007
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Canberra (Singha et al., 2012), Correlation distance (Akakin and Gurcan, 2012),

Hausdorff distance (Park et al., 2007) and Kullback-Leibler divergence

(Goldberger et al., 2003; Schnitzer et al., 2012).

As the MMDs are the collection of multiple multimodal multimedia objects,

the above discussed similarity measures are not suitable to find the similarity

between the MMDs. The similarity among the MMDs depends on the presence

and absence of multimedia objects. Although Dice coefficient measures the

similarity between the documents based on the presence and absence of the

objects, it considers only the common objects between the documents. The

similarity between the documents increases when the common information

between them increases. The similarity decreases with the increase in dissimilar

information of the documents. In (Lin, 1998), Dekang Lin has presented a

information theoretic similarity measure for text documents based on

commonality and difference between the documents. Lin interpreted the

similarity between two objects as the ratio between the amount of information

required to state commonality of objects and the information needed to describe

two objects completely.

Sim(DA, DB) =
logP (common(DA, DB))

logP (description(DA, DB))
(3.7.1)

.

where P (common(DA, DB)) is the probability of information needed to state

the commonality between the documents DA and DB and

P (description(DA, DB)) is the probability of information that provides the

complete information about the documents DA and DB.

We propose an information theory based similarity measure for multimedia

documents (ISMD) that measures the document similarity based on the common

information shared by the MMDs and the difference of information among the

documents. The proposed similarity measure is discussed as follows:
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Let umdi, umdj are the two UMDs. As per the information theory, the

similarity between the two UMDs can be computed as follows:

Sim(umdi, umdj) =
I(umdi ∩ umdj)
I(umdi, umdj)

=
I(umdi ∩ umdj)

I(umdi ∩ umdj) + I(umdi∆umdj)

(3.7.2)

where I(umdi ∩ umdj) is the information related to the common objects shared

by documents umdi and umdj and I(umdi∆umdj) is the information of objects

that distinguishes the documents umdi and umdj.

The similarity measure is defined in terms of the multimedia information that

are shared between the two UMDs and the multimedia information that

differentiates the two UMDs.

Let O = {ok |mk=1}, is the set of m multimedia objects which describes the

documents umdi and umdj. The probability of a multimedia object Pk in a

UMD can be defined as the fraction of the UMD that containing the multimedia

object ok such that
∑m

k=1 Pk = 1. Let the umdi can be represented by the

probability vector Pi = {Pik |mk=1}, which describes the probability of object ok in

UMD umdi.

I(umdi ∩ umdj) =
m∑
k=1

min(Pik , Pjk)(−logPik + Pjk

2
) (3.7.3)

I(umdi∆umdj) =
m∑
k=1

diff(Pik , Pjk)(−logPik + Pjk

2
) (3.7.4)

where,

min(Pik , Pjk) = {min(Pik
,Pjk

); if Pik
>0 & Pjk

>0

0; otherwise

diff(Pik , Pjk) = {0; if Pik
>0 & Pjk

>0

sum(Pik
,Pjk

); otherwise

Both the documents share the min(Pik , Pjk) of information whereas they differ

by the amount of sum(Pik , Pjk) information only when one of the object is absent

in one of the document.
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3.7.1 Vector Representation for Multimedia Documents

The proposed similarity measure is applied for the binary vector form of the UMDs.

Binary vectors are formed for each UMD depending on the existence and the

similarity of the objects. Let a document umdi with M objects is represented by

a vector Vi =
{
vk |Mk=1

}
, where vk ∈ {0, 1} indicates whether object ok exists in

umdi or not. The similarity between the two UMDs, umdi and umdj is computed

based on the existence of similar objects between the documents. It is assumed

that there are no duplicate objects exist in the UMDs. If found, they are considered

as one object by computing the similarity between the objects using any similarity

measure. If the similarity between the objects satisfies the user defined threshold

value, the vector value of both the objects becomes 1.

Let the umdi has m objects and umdj has n objects. Initially the binary

vectors with m + n length are formed for both the UMDs. The binary vector

values assign 1 for the objects they belong and assign 0 for the objects of other

UMD. Then, each object of the document umdi is compared with all the objects

document umdj to find the similar objects. If found, then the corresponding bits

of both the vectors are changed to 1. The similarity of objects is calculated using

the percentage difference similarity measure which is defined in (3.3.1)

For example, the document umdi contains five objects and the document umdj

contains three objects. So there are a total of eight objects found in the documents

umdi and umdj. Hence, each document is represented by a vector of 8 bits, each

bits representing the existence or absence of object in that document. Initially,

umdi is represented by the vector Vi= [11111000] and umdj is represented by

Vj=[00000111]. Let assume 1st object of umdi is similar to 2nd object of umdj i.e.

7th object of all 8 objects. Then, the 7th bit of umdi and 1st bit of umdj becomes 1.

So the vectors are changed to Vi= [11111010] and Vj= [10000111]. In this way, all

the objects are checked for the similar objects in umdj. After forming the binary

vectors, the proposed similarity measure is applied between the vectors to find the

similarity between the UMDs.
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3.7.2 Experimental Results and Discussion

To evaluate the effectiveness of the proposed similarity measure, the experiments

are conducted for the classification of MMDs with four datasets MDS1, MDS2,

Flickr and MMDS. The datasets are explained in Section 2.9. The datasets are

divided into training and test dataset in the ratio of 80% - 20%. The MMDs are

represented using the MSC and MIC methods and ISMD measure is used for

document similarity. The similarity between the media objects of UMDs is

computed using the PD measure ((3.3.1)). The results of multimedia document

classification is shown in Fig. 3.14. Using MSC method, the ISMD measure

achieved the maximum accuracy of 0.66, 0.83, 0.69 and 0.91 for datasets MDS1,

MDS2, Flickr and MDDS respectively. The maximum accuracy obtained with

MIC method are 0.63, 0.80, 0.69 and 0.895 for datasets MDS1, MDS2, Flickr and

MDDS respectively.

The proposed ISMD similarity measure is compared with information theory

based similarity measure SMTP (Lin et al., 2014) for the classification of MMDs.

The SMTP measure basically employed for measuring the similarity among the

unimodal text documents. The SMTP measure was used for classification of text

documents and proved better compared to other similarity measures Euclidean,

Cosine, Extended Jaccard, and IT-Sim (Aslam and Frost, 2003). The proposed

multimedia data representation methods proposed converts the multimodal

multimedia documents into unimodal unified multimedia documents. As the use

of non-textual features for SMTP is mentioned in the paper (Lin et al., 2014), we

used the SMTP for unified multimedia documents that contain non-textual

features. Hence we implemented the SMTP and the proposed ISMD for

measuring the similarity between the UMDs. The value of the constant λ used in

SMTP measure is assumed as 1 to obtain the best classification (Lin et al.,

2014).

Table 3.3 shows the performance comparison of ISMD and SMTP for the

classification of MMDs using MSC and MIC methods. It is observed that the

proposed ISMD achieved significantly better performance compared to SMTP in
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Figure 3.14: Performance of Classification of MMDs using ISMD measure

classifying the MMDs using the MSC and MIC methods. The ISMD shows the

improvement of 14% (MDS1), 6% (MDS2), 1% (Flickr), and 6% (MDDS) with

MSC method over the SMTP method. With MIC method, the ISMD attained

the improvement of 13% (MDS1), 1% (MDS2), 3% (Flickr), and 6% (MDDS).

The SMTP considers the count of objects in the documents and uses Gaussian

function for the similarity measure. As the similarity between the documents

mainly relies on the presence and absence of objects, the proposed ISMD did not

consider the number of objects present in the documents. The predominance of
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the classification results indicate that the proposed ISMD measure outperforms

SMTP measure for the classification of multimedia documents with the MSC

and MIC methods.

We compared the classification results of proposed ISMD with Dice

Coefficient for four datasets with MSC and MIC methods. The results are shown

in Table 3.4. The Dice Coefficient achieved improvement of 1% in accuracy over

the ISMD measure for MDS2 and Flickr for the classification of MMDs using

MSC method. The accuracy of Dice Coefficient is similar to accuracy of ISMD

measure for MDS1 and MDDS. It is noticed that using MIC method, the

classification performance of Dice Coefficient is similar to ISMD measure.

Compared to Dice coefficient, the ISMD measure is computationally expensive,

as it requires the computation of probability for each object in each MMDs.

Therefore, we preferred the use of Dice’s coefficient over ISMD measure for

further experiments to find the pairwise document similarity.

Table 3.3: Comparison of MMD Classification Accuracy for ISMD and SMTP
measure

Datasets

MSC MIC

SMTP ISMD SMTP ISMD

MDS1 0.523 0.656 0.499 0.633

MDS2 0.765 0.826 0.786 0.799

Flickr 0.679 0.689 0.658 0.689

MDDS 0.845 0.905 0.835 0.895

Table 3.4: Comparison of MMD Classification Accuracy for ISMD measure and
Dice’s coefficient

Datasets

MSC MIC

ISMD Dice’s Coefficient ISMD Dice’s Coefficient

MDS1 0.656 0.659 0.633 0.626

MDS2 0.826 0.816 0.799 0.801

Flickr 0.689 0.683 0.689 0.683

MDDS 0.905 0.910 0.895 0.890
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3.8 Summary

In this chapter, we discussed the two multimedia data representation methods

MSC and MIC which are used to represent the multimodal MMD as UMD. The

MSC converts multimedia objects as signal objects whereas MIC converts

multimodal signal objects as image objects. The signal objects are subjected to

wavelet transform and a low dimensional feature vector is generated for the

signal by computing the statistics of wavelet coefficients. In order to preserve the

color, shape and texture of the image objects a high dimensional feature vector is

formed based on the color, shape and texture features of the image objects. The

experimental evaluation of proposed methods demonstrate that the proposed

multimedia data representation methods are effectively used for classification

and retrieval of MMDs. The proposed GSOMDC algorithm successfully clusters

the MMDs using the MSC and MIC model by achieving better purity and

entropy values. The proposed similarity measure ISMD outperforms the SMTP

in classification of MMDs using both the MSC and MIC model.

The experimental validation indicate that the performance of ISMD is similar

to Dice’s coefficient for classification of MMDs using the MSC and MIC methods.

Compared to Dice’s coefficient, the computation of ISMD is computationally

expensive as it requires the computation of probability for each object of each

MMD. Therefore for the further experiments, we are using the Dice coefficient to

find the similarity between MMDs. The performance comparison of MSC and

MIC methods demonstrate that the MSC based knowledge extraction methods

perform better compared to MIC based methods. The time taken by the MIC

method for the conversion of multimedia objects to image objects and feature

extraction is higher compared to the MSC method. Moreover, managing the

image objects is computationally expensive due to its high dimensional features

as discussed in Section 3.5.1. Hence, to achieve the remaining objectives of the

research work, we used the MSC method for the representation of MMDs.
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Chapter 4

Multimedia Suffix Tree
Document Representation

Multimedia document representation is the important aspect of KDMD process

that favors the multimedia mining process by representing the MMDs in a suitable

representation. In this chapter, we discuss an effective representation to represent

the multimedia documents in a unified tree based representation. We discuss the

representation based multimedia mining methods in order to extract the useful

knowledge from multimedia documents. Our contributions are:

• A complete tree based representation, Multimedia Suffix Tree Document

(MSTD) for the MMDs.

• Effective MSTD based multimedia mining methods for the efficient

knowledge extraction from MMDs.

The rest of the chapter is organized as follows. Section 4.1 describes the

MSTD representation. In Section 4.2, we discuss the knowledge extraction from

MMDs using MSTD representation. In Section 4.3, we discuss the computational

complexity of MSTD representation and MSTD based knowledge extraction

methods. The experimental results are discussed in Section 4.4.
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4.1 Multimedia Suffix Tree Document

Representation

Suffix tree document model has the ability to represent the documents in a tree

structure without losing any detail. Moreover, it generates the base clusters

based on the common information between the documents. These attractive

factors influenced us to generate a suffix tree based representation for MMDs

using the shared multimedia objects. To the best of our knowledge there are no

efforts made to represent the multimodal MMDs based on the shared multimodal

information in one platform.

The multimodal nature is the main obstacle for STD model in representing

the MMDs. The MMDs are converted as UMDs by the MSC method discussed

in Section 3.2.1. An enhanced version of STD model known as multimedia suffix

tree document (MSTD) representation is proposed to represent the UMDs based

on the shared similar signal objects between the UMDs. The similar signal

objects are found by computing the similarity between them using the PD

measure according to the equation (3.3.1). Section 4.1.1 describes the

construction of MSTD representation for the given UMDs and Section 4.1.2

describes the characteristics of the MSTD representation.

4.1.1 Construction of MSTD Representation

As discussed in Section 2.2.2, the standard STD model considers a document

as a string consisting of words. The MSTD representation considers a unified

multimedia document umd as a string and the signal objects s1, s2, ..., sm as words.

For example, let umd = {s1, s2, s3}. The collection of identifiers of the signal

objects forms the string s1s2s3 for umd. The suffix phrases of the string are

s1s2s3, s2s3 and s3.

The MSTD representation is built for the set of UMDs using the similarity of

the signal objects. It is comprised of two kinds of nodes: root node and phrase
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node. The phrase node represents the suffix phrase shared by the documents. The

phrase node consists of four attributes Phrase, DocId, child and sibling. The

Phrase attribute stores the suffix phrase shared by the documents. The document

identifiers that contain the common suffix phrase are stored in DocId attribute.

For example, if the UMDs umd1 and umd2 contain the signal objects s1s2s3, then

the suffix phrase s1s2s3 is stored in Phrase and the identifiers of umd1 and umd2

are stored in DocId. The child and sibling attributes point the child and sibling

nodes respectively. The level of the phrase nodes are designated with respect to

the root node. The phrase nodes that are directly connected to root are the first

level nodes. The suffix phrases of the document are inserted in the multimedia

suffix tree (MST) by comparing the first signal object of suffix phrase with the

first signal object of the first level phrase nodes of the suffix tree.

Let assume that, sfxphr contain the suffix phrase of the document need to

be placed in the MST. Let pnode be the first level phrase node of MST that has

first signal object similar to first signal object of sfxphr. The signal objects of

pnode.Phrase and sfxphr are compared and the similar signal objects between

them are extracted which forms the new phrase string for pnode. The remaining

signal objects of pnode.Phrase forms the child node of pnode. Now, the phrase

of remaining signal objects of sfxphr are assigned to sfxphr and compared with

the pnode.child.Phrase. If none of the signal objects found similar, they form the

child node for pnode. If similar signal objects found, they form the new phrase

for pnode.child and the remaining signal objects of sfxphr becomes new phrase

for sfxphr. This process continues till the all the signal objects of sfxphr are

covered by the child phrase nodes of pnode or forms a new node for signal objects

of sfxphr.

In text mining the synonyms and antonyms play the major role in analyzing the

words. However in MSTD representation, grouping the words based on synonyms

and antonyms is not incorporated. Hence, the representation does not use any

data structure like inverted file to store the synonyms and antonyms. With the

text documents, the sequence of words plays a major role in knowledge extraction.
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So, the standard STD model maintains the sequence of words of the suffix phrase

in suffix tree. As the MMD is a collection of multimedia objects, considering the

sequence of objects is not practical. However, in order to avoid the ambiguity,

the MSTD representation maintains the position of only the first signal object of

the suffix phrase in the MST tree. After obtaining the first level phrase node, the

sequence of other signal objects may change while comparing them with the child

nodes of selected first level phrase node.

For example, let sfxphr=s2s1s3s5 is a phrase of the document need to be

inserted in the MST. Let the first level phrase nodes n1 contain the phrase s1s2s3s4,

n2 contain the phrase s2s3s4, n3 contain the phrase s3s4 and n4 contain the phrase

s4. The first signal object of sfxphr and first level phrase nodes are compared.

The n2 is selected for further comparison as it has s2 as its first signal object. The

phrase node n2 and sfxphr have s2s3 in common, so the phrase s2s3 is stored in

n2. The remaining phrase (s4) of n2 becomes the child node of n2. The remaining

phrase (s1s5) of sfxphr is now stored in sfxphr and compared with the child

nodes of n2. As none of the child nodes of n2 have signal objects of sfxphr, it

becomes the child node of n2. It is noted that, after obtaining the first level node

n2, the sequence of signal objects is changed in the phrase, i.e. phrase s2s1s3s5

is changed to s2s3s1s5. However, the position of first signal object of first level

phrase nodes and the suffix phrase sfxphr remains unaltered.

Let consider the UMD as a set of UMDs with signal objects.

UMD = {umd1, umd2, umd3, umd4, umd5, umd6} ;

umd1 = {s11 , s12 , s13}

umd2 = {s21 , s22 , s23 , s24 , s25}

umd3 = {s31 , s32 , s33 , s34}

umd4 = {s41 , s42 , s43 , s44 , s45}

umd5 = {s51 , s52 , s53 , s54}

umd6 = {s61 , s62 , s63}

where s11 ...s13 , s21 ...s25 , s31 ...s34 , s41 ...s45 , s51 ...s54 and s61 ...s63 are the signal

objects. Let the document identifiers of UMDs, umd1, ..., umd6 be 1, .., 6.
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The UMD umd1 is scanned to extract the signal objects s11 , s12 and s13 . The

multimedia suffix tree is constructed using the suffix phrases s11s12s13 , s12s13 and

s13 . Let MST be the empty suffix tree with root node. As there are no similar

signal objects found in umd1, all the phrases form three phrase nodes n11 , n12 and

n13 as shown in Fig. 4.1a

The extracted signal objects from umd2 are s21 , s22 , s23 , s24 and s25 . It is

assumed that the signal objects s22 and s25 are similar to each other as per the

object similarity and both are termed as s22 . Similarly the signal objects s21 is

similar to s11 , s22 is similar to s12 and s23 is similar to s13 . After removing the

duplicates, the signal objects of umd2 are designated as s11 , s12 , s13 , s24 . Let

sfxphr be the first suffix phrase s11s12s13s24 . The first signal object s11 of sfxphr

is compared with the first signal object of the first level phrase nodes of MST .

The node n11 has s11 as first element and selected for further comparison. The

signal objects of n11 .Phrase are compared with the signal objects of sfxphr to

find the common elements between them. The signal objects s12 and s13 are found

common to both n11 .Phrase and sfxphr. Thus, the common phrase s11s12s13 is

replaced as n11 .Phrase and sfxphr is replaced by the remaining string s24 . Now,

the sfxphr is compared with the child nodes of n11 . The child nodes of n11 does

not contain any signal object of sfxphr, so the sfxphr becomes the child node n21

for n11 . Similarly the remaining suffixes of umd2 are placed in appropriate place

depending on object similarity. The MSTD representation for umd1 and umd2 is

shown in Fig. 4.1b.

The document umd3 is scanned and the signal objects s31 , s32 , s33 and s34

are extracted. It is assumed that the signal objects s31 is similar to s12 , s32 is

similar to s11 and s33 is similar to s13 . Hence, the signal objects of umd3 are

designated as s12 , s11 , s13 , s34 . Let the first suffix phrase s12s11s13s34 is stored

in sfxphr. The first signal object s12 of sfxphr is compared with the first level

phrase nodes of MST . The node n12 is selected for further comparison as it has

s12 as first element. The phrase node n12 and sfxphr have s12s13 in common, so

the phrase s12s13 is stored in n12 . The remaining phrase s11s34 is stored in sfxphr
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and compared with the child nodes of n12 . As none of the child nodes of n12 have

signal objects of sfxphr, it becomes the child node of n12 .

For the second phrase sfxphr = s11s13s34 , the phrase node n11 is selected

since it has s11 as first element. Both the sfxphr and n11 has s11s13 in common.

Hence the phrase s11s13 replaces the n11 .Phrase and the remaining elements of

n11 .Phrase becomes the child node of n11 . The sfxphr is changed to the remaining

elements of sfxphr i.e. s34 and compared with the child nodes of n11 . As there

are no child nodes have the elements of sfxphr it forms the child node for n11 .

In the similar way all the suffix phrases of umd3 are placed in the MST. The

MSTD representation after inserting all the suffix phrases of umd3 is shown in the

Fig. 4.1c. The procedure is continued for all the UMDs of the dataset and the

constructed MSTD representation for the UMDs is shown in Fig. 4.2.

4.1.2 Characteristics of MSTD Representation

The MSTD representation provides the complete information of all the MMDs.

The multimedia objects of every multimedia document is represented by the

phrase nodes of the tree. Hence, the MSTD is a complete representation of

MMDs that provides the complete information needed for knowledge extraction

process. As the MSTD representation is constructed based on the similarity of

the signal objects, similar signal objects are grouped and enclosed by the same

phrase node. Hence the representation is compact by avoiding the separate

representation for similar signal objects. Also, it reduces the search time for the

knowledge extraction methods.

The number of first level phrase nodes equals to the number of unique signal

objects present in the UMDs. Each phrase node contains the maximum common

objects shared by the documents. They cluster the documents based on the

common objects. Hence, the MSTD representation generates the base clusters

for the MMDs based on the common information they have. The phrase nodes

can be further merged to get the optimum clusters using their similarity.
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4.2 Knowledge Extraction from Multimedia

Documents using MSTD Representation

Figure 4.3 shows the framework for knowledge extraction from UMDs using the

proposed MSTD representation. MSTD representation is used as a platform for

knowledge extraction methods classification, clustering, frequent pattern mining

and association rule generation. MSTD based representation assigns the class

label for the test MMD. MMDs are grouped into topics using the MSTD based

clustering without having any prior knowledge about the topics. MSTD

representation extracts the frequent patterns exist in the MMDs using which the

association rules are discovered to describe the relationships among the contents

of the MMDs. In Section 4.2.1, we discuss the classification of MMDs using

MSTD representation. In Section 4.2.2, we discuss the clustering of MMDs using
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MSTD representation. The MSTD based frequent pattern mining and

association rule generation is discussed in Section 4.2.3.

4.2.1 MSTD based Classification of Multimedia

Documents

In this section we will demonstrate how the MMDs are classified using the MSTD

representation. Let UMDT = {umd1, umd2, .., umdN} be the N training UMDs

and umdq be the test document. The MSTD representation, MSTDT is created

for UMDT as described in section 4.1.1.

Let {sq1 , sq2 , .., sqQ} be the test signal objects extracted from umdq. The test

signal objects are compared with the signal objects stored as first element in first

level phrase nodes of suffix tree MSTDT . Let pnode be the first level phrase

node of the MSTDT which contains the test signal object sq1 . Then, depth first

search (DFS) algorithm is applied starting from pnode to store the child phrase

nodes that have signal objects similar to test signal objects in a list nodelist.

The nodelist is processed to extract the phrase nodes that have maximum similar

signal objects of test document. For each of these extracted phrase node, let the

documents that has the phrase node are stored in ResDocId and the number of

maximum signal objects is stored in ComIdLen. Similarly, for all the test signal

objects, the phrase nodes that have maximum signal objects are extracted and the
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details are stored in ComIdLen and ResDocId. Each document from ResDocId

is assigned a weight based on the joint probability of having the common objects

in both training document and test document. The weight for each document

from ResDocId is computed as follows:

wi =
|ComIdLeni|
|ResDocIdi|

× |ComIdLeni|
|umdq|

(4.2.1)

where wi is the weight of document ResDocIdi ∈ ResDocId and ComIdLeni

is the length of similar objects found in ResDocIdi.

The document that has higher weight is selected as the most relevant

document. If the concept of the retrieved relevant document is similar to that of

test document, then the test document is considered as correctly classified. The

MSTD based classification algorithm is summarized in Algorithm 4.1. The

MSTD based classification is illustrated in the following example:

Let the test document be umdq = {s34 , s11 , s42 , s43}. For the first signal

object s34 , the selected first level phrase node is n15 . The child node of n15 that

has maximum similar signal objects of test document is n32 i.e. s34s42s43 . So, the

documents umd4 and umd5 which stored in node n32 are retrieved. For s11 , the

selected first level phrase node is n11 . Since none of its child nodes have signal

objects similar to test signal objects except s11 , the documents umd1, umd2 and

umd3 of node n11 are retrieved. Similarly for s42 and s43 , the documents umd4

and umd5 are retrieved. For all the retrieved documents, the weight is computed

using the formula (4.2.1). The documents with weights are umd1(0.08),

umd2(0.05), umd3(0.06), umd4(0.45) and umd5(0.56). The document umd5 with

higher weight is selected as most relevant document for umdq.

4.2.2 MSTD based Clustering of Multimedia Documents

This section explains how the clustering is performed to group the MMDs into

the clusters of multimedia topics using the MSTD representation. Let UMD =
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Algorithm 4.1 MSTD based Classification Algorithm

1: Input: Training Dataset {UMDT = umd1, umd2, ..., umdN}, Test document
umdq

2: Output: Classq=Class of umdq
3: Construct the MSTD representation, MSTDT for the training dataset UMDT

4: for each signal object sqi ∈ umdq do
5: pnode← first level phrase node with first element of pnode.Phrase= sqi
6: nodelist ← list of child phrase nodes of pnode obtained by applying DFS

algorithm that has signal objects similar to umdq
7: if nodelist is Empty then
8: selnode← pnode
9: else

10: selnode← phrase node from nodelist that has maximum similar signal
objects compared to umdq.

11: end if
12: ResDocIdi ← selnode.DocId
13: ComIdLeni ← number of similar test signal objects present in

selnode.Phrase
14: end for
15: compute the weight wi for each document ResDocIdi ∈ ResDocId using the

formula (4.2.1)
16: Let RelDocId← most relevant document that has higher weight wi

17: Classq ← Class of RelDocId

{umd1, umd2, .., umdN} be the set of UMDs. Clustering the MMDs require to

compute the pairwise similarity between the UMDs. In order to compute the

similarity between the UMDs, the list of first level phrase nodes are required as

they carry the information of each UMD. Algorithm 4.2 explains the steps to get

the list of first level phrase nodes for each UMD.

After collecting the list of first level phrase nodes for all the UMDs, for each

document umdi the pairwise similarity with all other UMDs is computed based on

the similar first level nodes between them. The UMDs with maximum similarity

are the candidates to form cluster with the document umdi. The UMDs that are

having maximum similarity with umdi are selected using the following equation,

UMDR = {umdk : k ∈ argmax
1≤j≤N

[sim(umdi, umdj)]} (4.2.2)
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where sim(umdi, umdj) is the similarity between two documents umdi and

umdj. The similarity is calculated as

sim(umdi, umdj) = 2 ∗ |PhrNdListi
⋂
PhrNdListj|

|PhrNdListi + PhrNdListj|
(4.2.3)

where PhrNdListi and PhrNdListi are the first level phrase node lists of

umdi and umdj respectively. The minimum threshold for sim(umdi, umdj) is

restricted to 0.5 to ensure that more similar UMDs are clustered together. The

UMDs with maximum similarity are clustered with umdi by combining their

phrase node list with the phrase node list of umdi. The procedure continues for

all the documents till they grouped into clusters. The clusters are then merged

based on the similarity between the clusters. The algorithm repeats till there are

no more clusters to merge resulting in optimum clusters. The MSTD based

multimedia clustering algorithm is summarized in Algorithm 4.3 and illustrated

in following example.

According to Fig. 4.2, {n11 , ..., n18} are the first level phrase nodes of MSTD

representation. As per Algorithm 4.2 the extracted first levels phrase nodes for

each umd ∈ UMD are as follows:

umd1 −→ {n11 , n12 , n13}

umd2 −→ {n11 , n12 , n13 , n14}

umd3 −→ {n11 , n12 , n13 , n15}

umd4 −→ {n15 , n16 , n17 , n18}

umd5 −→ {n15 , n16 , n17}

umd6 −→ {n15 , n16}

The similarity between the phrase node lists for each UMD with other

UMDs is calculated and most similar UMDs are selected according to (4.2.2). As

per the similarity the umd1 is merged with umd2 and umd3 as it has higher

similarity with them. Similarly, umd4 is merged with umd5 and umd6 is merged

with umd4. Finally, obtained two clusters are c1(umd1, umd2, umd3) and

c2(umd4, umd5, umd6).
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Algorithm 4.2 First level phrase nodes collection for a Multimedia Document

1: Input: B = {b1, b2, .., bO} are branches of MSTD representation for dataset
UMD, umdid: Document ID

2: Output: PhrNdList : first level phrase node list for umdid
3: PhrNdListid ← {}
4: for each branch bk ∈ B do
5: Let pnodek be the first level node of bk
6: if umdid ∈ pnodek.DocId then
7: PhrNdListid = PhrNdListid

⋃
pnodek

8: end if
9: end for

10: return PhrNdList

Algorithm 4.3 MSTD based Clustering Algorithm

1: Input: LIST = {PhrNdList1, PhrNdList2, .., PhrNdListN} : set of first
level phrase node lists for UMD = {umd1, umd2, ..umdN}

2: Output: C = {c1, c2, ..cK} Clusters for UMD
3: repeat
4: for each document umdi ∈ UMD do
5: ci ← umdi
6: Let PhrNdListi be the leaf node list of umdi
7: Let PhrNdList1 .. PhrNdListj be the leaf node list of umd1..umdj

and i 6= j
8: UMDR ← UMDs with maximum similarity computed as per equation

(4.2.2)
9: ci ← ci

⋃
UMDR

10: PhrNdListi ← PhrNdListj
⋃
PhrNdListi

11: PhrNdListj ← {}
12: end for
13: until no clusters to merge
14: return C = {c1, c2, ..cK}

4.2.3 MSTD based Frequent Pattern Mining and

Association Rule Generation for Multimedia

Documents

In this section we discuss how the MSTD representation supports the frequent

pattern mining and association rule generation from UMDs. The multimedia

document is considered as a transaction as it has the collection of patterns of

multimedia objects. With multimedia document, the frequent pattern is termed
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as frequent multimedia pattern (FMP) as the patterns are formed using

multimedia objects. The main task of frequent multimedia pattern mining is to

generate the frequent patterns of multimedia objects that exist in user defined

fraction of multimedia documents. The MSTD representation generates the

frequent multimedia patterns in the construction stage itself. The phrase nodes

of the MSTD representation represent the frequent pattern of multimedia objects

shared by the MMDs in the dataset. Thus, the FMPs are obtained from the

phrase nodes of the MSTD representation. The FMPs are extended to generate

the multimedia class association rule (MCAR) for the classification of MMDs.

Let UMD = {umd1, ..., umdN} be the set of unified multimedia documents,

S = {s1, ..., sm} be the set of all signal objects present in UMD and

C = {c1, ..., ck} be the set of class labels.

Definition 4.2.1. The MCAR is defined in the form Rm : objset −→ c where

objset is the set of signal objects such that objset ⊆ S and c ∈ C.

Definition 4.2.2. The support of the multimedia class association rule, sup(Rm)

is defined as the number of UMDs that contain objset and are labeled with c.

Definition 4.2.3. The occurrence occ(Rm) of rule Rm is the number of UMDs

that contain the signal objects present in Rm’s antecedent.

Definition 4.2.4. The confidence of rule Rm, conf(Rm) is defined as,

conf(Rm) =
sup(Rm)

occ(Rm)

Each FMP will generate 2n − 1 rule combinations. All the FMPs may not

help in building the effective classifier. Moreover, they may produce huge

number of MCARs which reduces the performance of the classifier. Therefore,

the FMPs are filtered based on the user defined minimum support. The change
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in user defined minimum support changes the number of MCARs used for

classification thereby affecting the classification time for the documents. To

avoid the duplicate multimedia association rules, the closed FMPs are mined.

The rule combinations of the FMPs form the antecedent part of the MCAR

whereas the class label of MMDs that own the phrase becomes the consequent

part of the MCAR. A MCAR is pruned if its antecedent is a subset of another

MCAR’s antecedent and both share the same class label i.e. a MCAR Rm1 is

pruned if its antecedent is a subset of another MCAR Rm2 antecedent and the

consequent of Rm1 is same as Rm2. If a MCAR associates with more than one

class label, then the class label that contains more documents has been selected.

The following example explains the generation of FMPs and MCARs from the

MSTD representation shown in Fig. 4.2

The phrase node n11 generates the FMP {s11s13} which is shared by the

documents umd1,umd2 and umd3 with support value of 3/6. It is represented in

the following form,

{s11s13}[sup = 3/6](1, 2, 3)

where 1,2 and 3 are the identifiers of documents umd1,umd2 and umd3.

Let the FMPs be the part of at least two documents i.e. the minimum

support of a FMP is 2. The mined closed FMPs are listed as follows:

{s11s13}[sup = 3/6](1, 2, 3)

{s11s13s12}[sup = 2/6](1, 2)

{s12s13}[sup = 3/6](1, 2, 3)

{s34}[sup = 4/6](3, 4, 5, 6)

{s34s42s43}[sup = 2/6](4, 5)

{s34s42}[sup = 3/6](4, 5, 6)

Let c1 is the class label of UMDs {1, 2, 3} and c2 is the class label of UMDs

{4, 5, 6}, then the generated MCAR are,
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s11s13 −→ c1

s11s13s12 −→ c1

s13s12 −→ c1

s34 −→ c1, c2

s34s42s43 −→ c2

s34s42 −→ c2

Since the MCAR s11s13s12 −→ c1 also includes s11s13 −→ c1 hence the latter

MCAR is pruned. For the MCAR s34 −→ c1, c2, the class label c2 has selected as

it contains more documents(4,5,6) compared to class label c1 (3). Finally, the

MCARs used for classification are,

s11s13s12 −→ c1 and s34s42s43 −→ c2

MSTD-MCAR based Classification of Multimedia Documents

The usefulness of MCARs is extended to classify the unlabeled test UMDs. The

training UMDs are represented using the MSTD representation. The training

MCARs are generated as explained in section 4.2.3. The signal objects from the

test UMD form the test multimedia patterns and generate the test MCARs. The

training MCARs and test MCARs are sorted according to the length of

antecedent part. The antecedent part of the test MCAR is compared with that

of training MCAR. The training MCAR that covers more test signal objects is

selected and its label is assigned to the test UMD.

For Example,

Let the test document be umdq = {s34 , s11 , s42 , s43}. The test MCAR is

s34s11s42s43 −→ cx where cx is unknown label. The MCARs generated in

example of section 4.2.3 are compared with test MCAR. The training MCAR

s34s42s43 has more items of test MCAR, so the corresponding label c2 is assigned

to umdq.
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MSTD-FMP based Clustering of Multimedia Documents

The UMDs can be clustered using the FMPs mined from the MSTD representation.

Since the FMPs are extracted from the phrase nodes of MSTD representation, each

FMP is connected to the set of documents. The strong FMPs are selected based

on the minimum support and further refined by selecting the closed FMPs. The

procedure of clustering the UMDs using FMPs is explained in following steps.

1. Collect the list of closed FMPs fmpList for each UMD

2. For each umdi ∈ UMD, compute the similarity with other UMDs based on

their fmpList.

3. Select the UMDs that has higher similarity with umdi according to (4.2.2),

form the cluster with umdi by merging their fmpList with that of umdi.

4. Repeat the steps 1-3 for all UMDs.

5. Repeat the steps 2-4 until no clusters are there to merge.

For Example, let the closed FMPs mined are as follows:

fmp1 −→ {s11s13}(1, 2, 3)

fmp2 −→ {s11s13s12}(1, 2)

fmp3 −→ {s12s13}(1, 2, 3)

fmp4 −→ {s34}(3, 4, 5, 6)

fmp5 −→ {s34s42s43}(4, 5)

fmp6 −→ {s34s42}(4, 5, 6)

The extracted list of closed FMP s, fmpList for each umd ∈ UMD is as

follows:

umd1 −→ {fmp1, fmp2, fmp3}

umd2 −→ {fmp1, fmp2, fmp3}

umd3 −→ {fmp1, fmp3, fmp4}

umd4 −→ {fmp4, fmp5, fmp6}

umd5 −→ {fmp4, fmp5, fmp6}

umd6 −→ {fmp4, fmp6}
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The pairwise similarity between the UMDs is computed based on their

fmpList. The umdi ∈ UMD forms the cluster with other UMDs which are more

similar to umdi. In the above example, the umd2 is merged with umd1, as it has

higher similarity with umd1 according to (4.2.2). Similarly, umd1 is merged with

umd3, umd5 is merged with umd4 and umd5 is merged with umd6. So, finally

two clusters (umd1, umd2, umd3) and (umd4, umd5, umd6) are formed for the

dataset.

4.3 Computational Complexity of MSTD

Representation and MSTD based

Knowledge Extraction Methods

MSTD representation is constructed for the data set of UMDs that are obtained

using the MSC method by converting multimedia objects as signal objects. The

computation complexity of domain conversion step depends on the

methodologies used for the conversion of text, image and audio into signal

objects. The time complexity for constructing a standard STD model for the

documents having m words is O(m2). However, it can be constructed in a linear

time of O(m) using Ukkonen’s algorithm (Ukkonen, 1995).

The MSTD representation is constructed by computing the similarity among

the m signal objects with p features. The representation has k first level phrase

nodes for UMDs with k unique signal objects such that k = m − d where d is

duplicate objects. While constructing the MSTD representation, each suffix

phrase compares with k first level phrase nodes. Once match is found, the v

child phrase nodes are traversed to place suffix phrase in the suffix tree. Hence,

the computation complexity for the construction of MSTD representation is

O((k2 + v)p) for k signal objects with p features. As p is constant and very small

compared to k, it can be ignored.

118



In the MSTD based classification, the test MMD objects need to be

compared with k first level phrase nodes of MSTD representation. The matched

first level phrase node traverses through its child phrase nodes v to get the

information about the MMDs that has multimedia objects similar to test MMD.

Hence the time complexity of MSTD based classification is O(k + v) assuming

the length of test MMD is very small compared to k.

The MSTD based clustering algorithm requires the collection of first level

phrase nodes for each document. The time complexity for retrieving all the first

level phrase nodes that has the document identifier of an UMD is O(k).

Therefore, the time cost of building first level phrase nodes for N UMDs is

O(Nk). In order to cluster the documents, pairwise similarity in terms of leaf

node list has to be computed which leads time cost of O(N2). Thus, the total

time complexity for clustering the multimedia documents is O(Nk) +O(N2).

The phrase nodes of the MSTD representation provides the FMPs for the

UMDs. The time complexity for retrieving FMPs from MSTD representation is

O(n) with n phrase nodes.

4.4 Experimental Results and Discussion

The MSTD representation is evaluated by experimenting with four datasets of

MMDs for the knowledge extraction MMDs. The details about the datasets

MDS1, MDS2, Flickr and MDDS are explained in Section 2.9. The classification

is performed by dividing the four datasets into training and test datasets in the

ratio of 80%-20%. The experiments are performed for various object similarity

thresholds in %, threshob = {0, 1, 3, 5, 7, 10, 13, 15, 20}

In Section 4.4.1, we evaluate the performance of MSC model for the

representation of MMDs using VSD model. In Section 4.4.2, we discuss the

results of classification of MMDs using MSTD representation. In Section 4.4.3,

we discuss the results of MSTD based clustering of MMDs. The evaluation of
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MSTD based frequent pattern mining and association rule generation is

discussed in Section 4.4.4.

4.4.1 Results of VSD based Classification of Multimedia

Documents

In this section we evaluate the performance of MSC model for the representation

of MMDs by implementing the VSD model. The VSD model is applied for the

training dataset to get the representations of the MMDs. Each MMD from test

dataset is posed as query in order to get the similar MMD. The retrieved MMD

is considered relevant only when its concept is same as the concept of test MMD.

The performance of the classification is evaluated by computing the classification

accuracy as given in (3.4.3).

In order to evaluate the performance, two experiments have been conducted

with the VSD model for four multimodal multimedia datasets. The first

experiment is conducted with the original objects of the datasets with original

features. Each modality processed separately and uses distinct feature extraction

techniques. The images are represented using visual features, audio sounds are

represented using audio features and the text documents are represented using

bag of keywords. The visual features are the color features and texture features.

The color features include HSV color histogram, color autocorrelogram, color

moments and the texture features include Gabor filters and wavelet transform.

The audio signals are represented by a composite feature vector consists of

MFCC (Mel frequency cepstral coefficients) features, RMS value of the signal

and energy based features. The similarity between each modality of objects

found individually with distinct similarity measure. Based on the experimental

analysis we used cosine measure for images and Euclidean measure for audios.

Based on the similarity, three separate vectors are constructed for each modality

and finally concatenated to form a single vector for each MMD. The test MMD

is also processed using the similar procedure. For the second experiment, all the
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MMDs are converted as UMDs of signal objects using the MSC method and

wavelet transform based signal features are extracted. As all the objects are

represented in a unified space, a single vector is formed for each document.

Table 4.1 shows the representation and query time taken by the VSD model

for both the experiments. It is noticed the representation time depends on the

number of multimedia objects present in the MMDs of the dataset. As the

number of multimedia object present in the MMDs of the dataset increases the

representation time also increases. The minimum time taken by the VSD model

is 0.59 sec for representing the UMDs and 0.61 sec for representing the MMDs of

MDS1. The VSD model has taken the maximum of 52.43 sec to represent the

MMDs and 51.87 sec to represent the UMDs of MDDS. The query time of the

VSD model depends on the representation of training documents and the

number of multimedia objects of the test document. The minimum time taken

by the VSD model is 1.68 sec for querying the UMDs and 1.755 sec for querying

the MMDs of MDS1. The VSD model has taken the maximum of 90.37 sec to

query the MMDs and 86.09 sec to query the UMDs of MDS2. The analysis of

the results prove that the VSD model has taken less time to represent the UMDs

compared to the time taken to represent the MMDs. Also, the time taken to

query the UMD is less compared to query the MMD. In order to represent and

query the MMDs, the VSD model requires to compute the similarity between the

features of each modality of objects individually with distinct similarity measure

which consumes more time. The advantage with UMDs is a common similarity

measure is used to compute the similarity between the features of signals objects.

Hence, the representation and query processing time is reduced for UMDs.

Table 4.1: Comparison of time taken by VSD model for MMDs and UMDs

Datasets

Representation Time in sec Query Time in sec

VSD for MMDs VSD for UMDs VSD for MMDs VSD for UMDs

MDS1 0.61 0.59 1.755 1.68

MDS2 17.10 11.50 90.37 86.09

Flickr 40.51 38.89 60.65 61.10

MDDS 52.43 51.87 39.14 29.91
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Figure 4.4: Classification using VSD model with Multimodal Objects
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Figure 4.5: Classification using VSD model with Signal Objects

The performance of VSD model for the classification of MMDs with

multimodal objects is shown in Fig. 4.4. The VSD model for MMDs achieved

the best classification accuracy of 0.456 for MDS1, 0.722 for MDS2, 0.498 for

Flickr, and 0.895 for MDDS. Figure 4.5 shows the VSD model based

classification of UMDs with signal objects. The VSD model for UMDs achieved

the best classification accuracy of 0.60 for MDS1, 0.746 for MDS2, 0.546 for

Flickr and 0.920 for MDDS.

The performance comparison of VSD model based classification for MMDs
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Figure 4.6: Performance Comparison of Classification using VSD model for
MMDs and UMDs

and UMDs is shown in Fig. 4.6. The results demonstrate the supremacy of the

VSD model with UMDs over VSD model with MMDs. The VSD model with

UMDs achieved the improvement in accuracy of 14% for MDS1, 2% for MDS2,

5% for Flickr and 2% for MDDS over the VSD model with MMDs. The

improved performance of VSD based classification with UMDs prove that the

MSC method has been effectively used for the representation of MMDs using the

VSD model.

4.4.2 Results of MSTD based Classification of Multimedia

Documents

In this section, we discuss the performance of MSTD based classification for four

datasets. Table 4.2 shows the comparison of the time taken by the VSD and

MSTD representations to represent the UMDs. It is noticed the representation

time of MSTD representation depends on the number of MMDs and the number

of multimedia objects exist in each MMD of the dataset. The MSTD

representation takes more time for the dataset that has more multimedia objects

in the MMDs. The dataset MDDS has taken maximum time of 157.25 sec for the
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Table 4.2: Comparison of time taken by VSD and MSTD representation for UMDs

Datasets

Representation Time in sec Query Time in sec

VSD MSTD VSD MSTD

MDS1 0.59 0.50 1.68 0.34

MDS2 11.49 11.27 86.09 3.20

Flickr 38.89 90.55 61.10 9.29

MDDS 51.87 157.25 29.91 17.47

representation as it has the MMDs with maximum number of multimedia

objects. The dataset MDS1 has MMDs with two multimedia objects, so it has

taken minimum time of 0.50 sec for representation. The MMD querying time

depends on the number of branches and branch level of the MSTD

representation. The maximum query time is 17.47 for MDDS and minimum time

is 0.34 for MDS1. The analysis of the results indicate that the time taken by the

MSTD representation is significantly higher for datasets Flickr and MDDS. As

the MMDs of these two datasets contain higher number of multimedia objects,

time taken to construct the MSTD representation with lengthy branches is more

compared to VSD model. However, it is noticed that the time taken by the

MSTD representation for processing the query is significantly lower compared to

VSD model. The MSTD representation has shown the minimum improvement of

1.34 sec for MDS1 and maximum improvement of 82.89 sec for MDS2 compared

to VSD model. The lower time taken to process the query proves that the

MSTD representation reduces the search time of the query.

The results shown in Fig. 4.7 demonstrates the performance of the proposed

MSTD based classification. The method achieved the best classification accuracy

for MDS1 is 0.66, MDS2 is 0.83 and Flickr is 0.69 and MDDS is 0.93. The optimal

value of object similarity threshold at which maximum classification accuracy

achieved is 7% for MDS1, 10% for MDS2, 5% for Flickr, and 5% for MDDS.

The MSTD based classification is compared with VSD based classification for

UMDs and the performance comparison is shown in Fig. 4.8. In comparison with

VSD model, the MSTD representation achieved improvement of 6% for MDS1,

9% for MDS2, 14% for Flickr, and 1% for MDDS. The significant improvement
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Figure 4.7: Classification using MSTD representation
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Figure 4.8: Performance Comparison of Classification of MMDs using VSD
model and MSTD Representation

of MSTD based classification over VSD based classification prove that the MSTD

representation is efficiently used for the classification of multimedia documents.

4.4.3 Results of MSTD based Clustering for Multimedia

Documents

In this section, the effectiveness of the MSTD based clustering is evaluated by

clustering the MMDs. The analysis of clustering quality of clusters formed using
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the MSTD based clustering algorithm is expressed in terms of purity and entropy.

The purity and entropy values are obtained according to equations (3.6.4) and

(3.6.5). Figure 4.9 demonstrates the performance of the proposed MSTD based

clustering. The higher purity values obtained using the proposed algorithm are

0.99 for MDS1, 0.98 for MDS2, 0.91 for Flickr, and for MDDS is 1. Similarly, the

lower entropy value is 0.003 for MDS1, 0.006 for MDS2, 0.03 for Flick, and 0 for

MDDS. The results indicate that the purity and entropy values remain stable for

the object similarity threshold between 0 to 7 for all the four datasets. The higher

values of purity and lower values of entropy indicates the goodness of the MSTD

based clustering algorithm. The experimental results prove that the MSTD based

representation is effectively used to cluster the MMDs.

4.4.4 Results of MSTD based Frequent Multimedia

Pattern Mining and Multimedia Association Rule

Generation

The usage of MSTD representation for frequent multimedia pattern mining and

multimedia association rule generation is presented in this section. Table 4.3

shows the details of the number of FMPs and MCARs generated for four

datasets. It is observed that the number of FMPs and MCARs are decreasing

with the increase in object similarity threshold. The increase in object similarity

threshold results in grouping of more similar signal objects. This also causes to

decrease in the length of FMPs. It has been noticed that the maximum length of

FMPs generated from MDS1 and MDS2 are 2 and 5 respectively. These values

remain constant with increase in object similarity threshold due to the limited

number of multimedia data present in these two datasets. These two datasets

are restricted to have only one multimedia object of one type in a multimedia

document. The dataset Flickr contains more text labels and the dataset MDDS

contains more number of multimedia objects of different modality. Hence, the
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Figure 4.9: Performance Analysis of MSTD based Clustering of MMDs

number of generated FMPs for these two datasets are high compare to other two

datasets. The maximum FMP length of Flickr is 70 and MDDS is 161. It can be

seen that the number of MCARs generated for dataset Flickr and MDDS are

very huge because of longer length of FMP.

The advantages of MCARs has been experimented with MCAR based

classification for UMDs. The performance evaluation of MCAR based

classification is depicted in Fig. 4.10. The MCAR based classification achieves

the maximum classification accuracy of 0.69 for MDS1, 0.84 for MDS2, 0.73 for

Flickr, and 0.93 for MDDS. Figure 4.11 shows the performance comparison of
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Table 4.3: Number of FMPs and MCARs generated using MSTD representation
for four datasets

threshob

in %

FMPs Closed

FMPs

Max

length

of

FMP

MCARs

0 450 346 2 568

1 446 343 2 565

2 452 313 2 535

3 390 288 2 510

5 363 264 2 486

7 327 240 2 456

10 261 203 2 393

13 199 159 2 323

15 165 134 2 272

20 113 94 2 209

(a) MDS1

threshob

in %

FMPs Closed

FMPs

Max

length

of

FMP

MCARs

0 2280 1953 5 10035

1 2280 1953 5 10035

2 2280 1953 5 10029

3 2280 1953 5 10013

5 2256 1933 5 9981

7 2193 1871 5 9871

10 2154 1725 5 9575

13 1910 1577 5 9263

15 1834 1498 5 9078

20 1718 1353 5 8763

(b) MDS2

threshob

in %

FMPs Closed

FMPs

Max

length

of

FMP

MCARs

0 13985 2171 70 1.61E+20

1 13985 2169 70 8.68E+19

2 13982 2169 70 8.68E+19

3 13979 2163 70 8.68E+19

5 13965 2160 70 7.27E+19

7 13938 2125 70 7.15E+19

10 13804 2106 68 7.06E+19

13 13328 2047 60 1.79E+18

15 12819 2029 55 6.93E+16

20 12342 1987 49 4.33E+16

(c) Flickr

threshob

in %

FMPs Closed

FMPs

Max

length

of

FMP

MCARs

0 15739 1687 161 7.31E+47

1 15715 1687 161 7.31E+47

2 15660 1682 160 3.66E+47

3 15607 1655 160 7.34E+46

5 15359 1514 152 5.94E+45

7 14322 1409 136 1.08E+39

10 11650 1302 92 6.29E+26

13 9167 966 57 4.06E+16

15 7402 955 41 3.29E+12

20 5243 738 27 7.23E+11

(d) MDDS
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MSTD and MSTD-MCAR based classification of multimedia documents. In

comparison with results of MSTD based classification, the MCAR based

classification attained performance improvement of 1% for MDS1, 1% for MDS2,

and 4% for Flickr.
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Figure 4.10: MSTD-MCAR based Classification of MMDs
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Figure 4.11: Comparison of MSTD-MCAR and MSTD based Classification

129



0

0.2

0.4

0.6

0.8

1

1.2

0 1

Pu
ri

ty

3 5 7 10 13 15 20 
Object Similarity Threshold in %

MDS1 MDS2 Flickr MDDS

(a) Purity Values

0

0.1

0.2

0.3

0.4

0.5

0.6

0 1 15 20

E
nt

ro
py

3 5 7 10 13 
Object Similarity Threshold in %

MDS1 MDS2 Flickr MDDS

(b) Entropy Values

Figure 4.12: Purity and Entropy values of MSTD-FMP based clustering

The closed FMPs mined from MSTD representation are used to cluster the

MMDs. Figure 4.12 illustrates the purity and entropy values computed from the

FMP based clustering method for four datasets MDS1, MDS2, Flickr, and

MDDS. The purity values show the steady value for the object similarity
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Table 4.4: Comparison of MSTD and MSTD-FMP based Clustering

Datasets

Purity Entropy

MSTD MSTD-FMP MSTD MSTD-FMP

MDS1 0.991 0.991 0.003 0.003

MDS2 0.982 0.982 0.007 0.006

Flickr 0.906 0.948 0.036 0.016

MDDS 1.000 1.000 0.000 0.000

threshold value between 0 to 7. The best purity values obtained by the

MSTD-MFP based clustering are 0.99 for MDS1, 0.98 for MDS2, 0.95 for Flickr,

and 1 for MDDS. The best entropy values are 0.003 for MDS1, 0.006 for MDS2,

0.015 for Flickr, and 0 MDDS.

The best purity and entropy values of MSTD-FMP based clustering are

compared with MSTD based clustering and the performance comparison is

presented in Table 4.4. The MSTD-FMP based clustering shows the steady

performance compared to MSTD based clustering. It is observed that, the best

values of purity and entropy are almost same for both the algorithms. The

experimental results of MSTD-MCAR based classification and MSTD-FMP

clustering prove that the MSTD based representation effectively used for the

generation of FMPs and MCARs.

4.5 Summary

In this chapter, we discussed the MSTD representation that represents the

MMDs in a unified representations using the MSC method. MSTD

representation represents the UMDs based on the similar objects between the

documents without losing any information. It is used as a platform for

multimedia knowledge extraction methods. To validate the efficacy of the MSTD

representation, we developed MSTD based classification, clustering, frequent

multimedia pattern mining and multimedia class association rules generation

approaches. The experimental results prove that the MSTD based classification
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achieved superiority over the VSD based classification. Moreover, the MSTD

representation takes significantly less time to query the MMDs compared to VSD

model. The higher purity values and lower entropy values prove the efficacy of

the MSTD based clustering algorithm. The FMPs has been discovered from the

phrase nodes of the MSTD representation. The FMPs has been employed for

clustering the UMDs. The MSTD-FMP based clustering achieved the best

purity and entropy values close to MSTD based clustering. The FMPs are

extended to generate the MCARs that has been used to classify the UMDs. The

MSTD-MCAR based classification attained the better classification accuracy

compared to MSTD based classification. The significant performance of the

MSTD based multimedia mining methods prove that the MSTD representation

helps in improving the performance of knowledge extraction methods for MMDs.
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Chapter 5

Multimedia Feature Pattern Tree
Representation

In the previous chapter, we discussed the representation of multimedia documents

based on the shared multimedia objects using the MSTD representation. In this

chapter, we propose a multimedia document representation based on the similarity

of the features of multimedia objects. The proposed representation discovers the

meaningful feature patterns hidden in the MMDs. In order to discover the useful

knowledge of MMDs, we propose the multimedia mining techniques based on the

proposed multimedia document representation. Our contributions are:

• A compact and complete representation, Multimedia Feature Pattern Tree

(MFPT) for the MMDs.

• Effective MFPT based multimedia mining methods for the efficient

knowledge extraction from MMDs.

The rest of the chapter is organized as follows. In Section 5.1, we discuss the

MFPT representation. In Section 5.2, we discuss the knowledge extraction from

MMDs using the MFPT representation. In Section 5.3, we discuss the

computational complexity of MFPT representation and MFPT based multimedia

mining methods. The experimental results are discussed in Section 5.4.
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5.1 Multimedia Feature Pattern Tree

Representation

The generation of abstraction for the document representation will benefit the

overall decision of knowledge discovery systems by the reduction of search time

and memory requirements. In knowledge discovery, patterns are the main

representation of any transaction. With multimedia documents, the transactions

are viewed as the collection of patterns of multimedia objects whereas each

multimedia object is represented by the collection of pattern of features. The

completeness and compactness of the PC tree (Ananthanarayana et al., 2003)

motivated us to propose an enhanced version of PC tree known as Multimedia

Feature Pattern tree (MFPT) to represent the MMDs in a compact

representation. To the best of our knowledge this is the first effort to represent

the multimodal MMDs in a compact representation with respect to the features

of the multimedia objects.

With multimodal multimedia objects, it is difficult to get useful feature

patterns, as multimodal features are in different feature space with different

dimensions and characteristics. To deal with multimodal multimedia objects, we

employed the MSC method discussed in section 3.2.1 to convert the MMDs as

UMDs. Hence, the proposed MFPT representation represents the UMDs in a

compact representation based on the patterns of the features of the signal

objects.

MFPT is a rooted tree with the branches representing the signal objects of

the UMDs. The branches contain the feature nodes to store the feature values of

the signal object. The feature node of the MFPT consists of three attributes val,

child and sibling. The val attribute stores the feature value of the signal object.

The child attribute points the child node and the sibling attribute points the

sibling node. MFPT is built by evaluating the similarity between the feature

patterns of the signal objects of UMDs. The feature patterns are evaluated

based on the similarity of the sequential features. The branches of the MFPT
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represents the feature patterns of signal objects. The signal objects of an UMD

are inserted as the branches of the MFPT, depending on the similarity between

the feature values and the corresponding feature node values sequentially.

Section 5.1.1 describes the construction of MFPT representation for the given

dataset of UMDs and Section 5.1.2 describes the characteristics of the MFPT

representation.

5.1.1 Multimedia Feature Pattern Tree Construction

Let a UMD umdi be the collection of m signal objects, umdi = {s1, s2, ..., sm}.

Let s1 = {fs11 , fs12 , ..., fs1p} be the signal object with p feature values, bk =

{fndk1 , fndk2 , ..., fndkp} be the branch of the MFPT with p feature nodes. The

signal objects are placed in the MFPT as branches by storing the feature values in

feature nodes. The pairwise similarity between a feature value of the signal object

and the corresponding feature node value is computed in order to place the signal

object in the MFPT. The similarity is computed based on whether the feature

values of signal objects are within the user defined threshold range. Let threshob

be the user defined object similarity threshold. The feature value fs1p of s1 and

feature node value fndkp .val of bk are considered similar if |fs1p − fndkp .val| ∗

100 <= fndkp .val * threshob.

According to object similarity threshold, when all the feature values of the

signal object and the feature node values of a branch are similar to each other,

then the signal object uses the same feature nodes of that branch. The feature

nodes store the minimum value among the feature value and feature node value.

If the similarity is not within the object similarity threshold, the sequence of

features form a new sub branch from the feature node where the dissimilarity is

found. Every branch of the MFPT is terminated by the leaf node which stores the

document identifiers of the objects that are traversed through it. Due to the MSC’s

ability of retaining the original characteristics of the media object, MFPT forms

the separate branches for image, audio and text signal objects. The algorithm for

the MFPT creation is given in Algorithm 5.1.
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Algorithm 5.1 Construction of Multimedia Feature Pattern Tree

1: Input: Dataset UMD = {umd1, umd2, ..., umdN}, object similarity threshold
threshob

2: Output: MFPT Representation
3: Let root of the MFPT be R
4: for each unified multimedia document umdi ∈ UMD do
5: for each signal object sj ∈ umdi do
6: Let sj =

{
fsj1 , fsj2 , ..fsjp

}
are the features of signal object sj

7: Let B be the branches of the tree
8: for each branch bk ∈ B do
9: Let bk =

{
fndk1 , fndk2 , ..fndkp

}
are the feature nodes of branch bk

10: m← 1
11: repeat
12: if |fndkm .val − fsjm| ∗ 100 <= fndkm .val ∗ threshob then
13: fndkm .val← min(fndkm .val, fsjm)
14: m← m+ 1
15: end if
16: until (m > 1 and m <= p)
17: if m > 1 then
18: Create sub branch bk′ ∈ B: bk′ =

{
fndk′x |px=m

}
; fndk′x .val =

fsjx
19: else
20: Create a new branch bn ∈ B: bn = {fndnx |

p
x=1}; fndnx .val =

fsjx
21: end if
22: end for
23: end for
24: end for

An Example

Let us consider the UMD is a dataset of UMDs comprised of signal objects such

that,

UMD = {umd1, umd2, umd3, umd4, umd5, umd6} ;

umd1 = {s11 , s12 , s13}

umd2 = {s21 , s22 , s23 , s24 , s25}

umd3 = {s31 , s32 , s33 , s34}

umd4 = {s41 , s42 , s43 , s44 , s45}

umd5 = {s51 , s52 , s53 , s54}

umd6 = {s61 , s62 , s63}
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where s11 ...s13 , s21 ...s25 , s31 ...s34 , s41 ...s45 , s51 ...s54 and s61 ...s63 are the signal

objects. Each signal object is subjected to feature extraction to extract the

features and represented by the feature vector. Let us consider following are the

feature values of the signal objects.

s11 = {f111 ..f119} ⇒ {0.37, 1.14, 1.63, 2.32,−1.97,−6.74,−5.72,−4.86, 2.65}

s12 = {f121 ..f129} ⇒ {0.97, 0.40, 0.81, 1.34,−0.05,−2.52,−1.00, 0.06, 2.71}

s13 = {f131 ..f139} ⇒ {0.98, 0.40, 0.84,−1.82,−1.02,−0.68,−0.92, 0.94, 2.40}

s21 = {f211 ..f219} ⇒ {0.40, 1.14, 1.65, 2.35,−1.97,−6.74,−5.72,−4.86, 2.18}

s22 = {f221 ..f229} ⇒ {0.97, 0.40, 0.81, 1.34,−0.05,−2.52,−1.00, 0.06, 2.71}

s23 = {f231 ..f239} ⇒ {0.97, 0.40, 0.81, 1.34,−0.05,−2.52,−1.00, 0.06, 2.35}

s24 = {f241 ..f249} ⇒ {0.98, 0.40, 0.84,−1.82, 1.27, 0.35,−0.58,−1.90, 1.56}

s25 = {f251 ..f259} ⇒ {0.98, 0.40, 0.84,−1.82,−1.02,−0.68,−0.92, 0.12, 1.93}

s31 = {f311 ..f319} ⇒ {0.97, 0.40, 0.81, 1.34,−0.05,−2.52,−1.00, 0.06, 2.36}

s32 = {f321 ..f329} ⇒ {0.39, 1.14, 1.63, 2.32,−1.97,−6.70,−5.68,−4.84, 2.88}

s33 = {f331 ..f339} ⇒ {0.98, 0.40, 0.84,−1.82,−1.02,−0.68,−0.92, 0.94, 2.38}

s34 = {f341 ..f349} ⇒ {0.15, 0.62, 0.45, 0.93, 1.17,−0.95,−1.15,−1.90,−1.55}

s41 = {f411 ..f419} ⇒ {0.15, 0.62, 0.45, 0.93, 1.17,−0.95,−1.15,−0.54,−0.94}

s42 = {f421 ..f429} ⇒ {0.52, 0.42, 0.85, 1.00,−1.31,−1.17,−1.08,−2.42, 0.96}

s43 = {f431 ..f439} ⇒ {1.07, 0.33, 0.60, 1.10, 0.14,−1.57,−0.24,−0.36, 1.63}

s44 = {f441 ..f449} ⇒ {1.12, 0.36, 0.62, 1.10, 0.14,−1.57,−0.20,−0.36, 1.86}

s45 = {f411 ..f419} ⇒ {0.15, 0.62, 0.45, 0.93, 1.17,−0.95,−1.15,−1.90,−1.25}

s51 = {f511 ..f519} ⇒ {0.75, 2.62, 2.45,−0.73,−0.17, 0.35,−1.15,−1.90,−1.55}

s52 = {f521 ..f529} ⇒ {0.52, 0.42, 0.85, 1.00,−1.31,−1.17,−1.08,−2.42, 0.97}

s53 = {f531 ..f539} ⇒ {0.52, 0.42, 0.85, 1.00,−1.31,−1.17,−1.08,−2.42, 0.76}

s54 = {f541 ..f549} ⇒ {1.07, 0.33, 0.60, 1.10, 0.14,−1.57,−0.24,−0.36, 1.73}

s61 = {f611 ..f619} ⇒ {0.15, 0.62, 0.45, 0.93, 1.17,−0.95,−1.15,−1.90,−1.25}

s62 = {f621 ..f629} ⇒ {0.52, 0.42, 0.85, 1.00,−1.31,−1.17,−1.08,−2.42, 0.99}

s63 = {f631 ..f639} ⇒ {0.55, 0.45, 0.86, 1.03,−1.31,−1.17,−1.08,−2.42, 1.26}

The MFPT representation is constructed for the given dataset of UMDs by

scanning the UMDs one by one. To begin with, the document umd1 is scanned
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and the signal objects s11 , s12 and s13 are extracted. The value of threshob is

assumed as 5. Initially MFPT will be empty, so the signal object s11 forms the

first branch b1 using all feature values f111 ..f119 as feature nodes fnd11 ..fnd19 .

The branch is terminated by the leaf node that stores the document identifier of

umd1.

With s12 , the feature value f121 (0.97) is compared with the value of feature

node fnd11 (0.37) of branch b1. The value of |f121 − fnd11 .val| ∗ 100 is more than

fnd11 .val ∗ threshob i.e. |0.97 − 0.37| ∗ 100 > 0.37 ∗ 5. Hence, a new branch b2 is

formed for s12 using the feature values f121 ..f129 as feature nodes fnd21 ..fnd29 .

With s13 , the feature values f131 ..f133 are similar to values of feature nodes

fnd21 ..fnd23 of branch b2. i.e. |0.97 − 0.98| ∗ 100 <= 0.97 ∗ 5,

|0.40 − 0.40| ∗ 100 <= 0.40 ∗ 5 and |0.81 − 0.84| ∗ 100 <= 0.81 ∗ 5. So, s13 uses

the feature nodes fnd21 ..fnd23 for features f131 ..f133 . The feature nodes

fnd21 ..fnd23 store the minimum of similar feature values. For example, fnd21 .val

stores the minimum of (0.97, 0.98) i.e. 0.97. The remaining features f134 ..f139 of

s13 forms the sub branch from feature node fnd23 of branch b2. The construction

of MFPT for umd1 is shown in Fig. 5.1a. Similarly the umd2 is scanned and the

signal objects s21 , s22 , s23 , s24 and s25 are extracted. The features of the signal

objects are compared with the values of the feature nodes. The signal objects

use the features nodes of the branches for similar feature values. As shown in

Fig. 5.1b, the signal object s21 follows the branch of s11 for features f211 ..f218

and forms the sub branch for feature f219 . The signal object s22 has all the

features similar to that of s12 , so both use the feature nodes of same branch. The

leaf node of the branch stores the identifiers of both the documents umd1 and

umd2. Similarly the signal object s23 , s24 , and s25 uses the branches of the tree

for the similar features and forms the sub branches for the remaining features. If

none of the feature values of the signal object are similar to the values of the

feature nodes of the branches, a new branch is created. This procedure continues

for all the signal objects of all the UMDs and a MFPT representation is

constructed. Fig. 5.1c shows the MFPT for the example dataset.
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Figure 5.1: Construction of MFPT Representation
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5.1.2 Characteristics of MFPT Representation

MFPT is a compact representation of UMD dataset in terms of features. It is

constructed by evaluating the similarity between the features of the signal objects

enclosed by the UMDs. When the sequence of features of two signal objects found

similar based on object similarity threshold threshob, both the signal objects use

the same feature nodes of a branch of the MFPT. Hence the representation is

compact by avoiding the separate representation for similar signal objects. MFPT

is a complete representation of UMDs in terms of features. The completeness of

the MFPT depends on the user defined threshold threshob. The representation

is complete when the threshold threshob is zero. In this case, the feature nodes

store the exact value of the features, as the similarity between the feature values

is zero. When the value of threshob is more than zero, the feature nodes store

the minimum of similar values which results in an almost complete representation

of dataset. As the MFPT is constructed for UMDs, the height of all branches of

MFPT is same and equal to the dimension of signal object features.

5.2 Knowledge Extraction from Multimedia

Documents using MFPT Representation

The MFPT representation supports the multimedia knowledge extraction

methods classification, clustering and sequential multimedia pattern mining.

Figure 5.2 shows the framework for knowledge extraction from MMDs using the

proposed MFPT representation. In Section 5.2.1, we discuss the MFPT based

classification of MMDs. In Section 5.2.2, we discuss the clustering of MMDs

using MFPT representation. The MFPT based sequential multimedia pattern

mining is discussed in Section 5.2.3.
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Figure 5.2: Knowledge Extraction from MMDs using MFPT Representation

5.2.1 MFPT based Classification for Multimedia

Documents

This section demonstrates how the MMDs are classified using the MFPT

representation. Let UMDT = {umd1, umd2, .., umdN} be the training dataset of

UMDs and umdq be the test UMD. The MFPT representation, MFPTT is

constructed for the training dataset UMDT as explained in algorithm 5.1.

Similarly the MFPTq is constructed for each test document umdq.

The branches of the MFPTq are compared with all the branches of the

MFPTT and the relevant documents are retrieved based on the similarity

between them. Each branch of the MFPTq is compared with each branch of the

MFPTT to find the similar branch by computing the similarity between the

values of the feature nodes of the branches. The branches of the MFPTT with

maximum similar feature nodes and with minimum difference of feature values

are selected as the similar branches.

Let MFPTT has K branches such that MFPTT = {bt1, bt2, .., btK}. The

branches of the MFPTT which are similar to branches of the test MFPTq are

retrieved as per the following rule,

B =

{
btk : k ∈

(
argmax
1≤j≤K

[
p∑

m=1

cntjm

]⋂
argmin
1≤j≤K

[
p∑

m=1

|ftjm − fqm|

])}
(5.2.1)
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In the above equation, btk is the kth branch of the MFPTT ,

cntjm =


1 : |ftjm − fqm| ≤ threshob ∗ ftjm

0 : otherwise

, ftjm is the mth feature node of

branch btj, and fqm is the mth feature node of query branch. Similarly all the

branches of the MFPTq are compared with MFPTT and the similar branches

having maximum similar feature nodes with minimum dissimilarity of features

are selected. The UMDs belong to all the selected branches are retrieved using

the leaf nodes of the branches.

The rule (5.2.1) retrieves the documents based on the similarity of the

objects of the test document. But all of them may not be relevant to test

document. For example, the test document has the details about cat in the form

of cat image, cat sound and text document. Let the test text document of cat

contains the words “black cat drinks milk ”. Let the training documents contains

the documents about cat and bench. The bench document contain the text

information “black bench ”. As a result the bench document also selected as the

relevant document to test document cat because it contains the word “black ”

which is actually not relevant. Thus, further filtering is needed to select the most

relevant documents. Initially, the UMDs that exists in maximum number of

branches are selected. The retrieved UMDs are further refined by filtering the

documents with minimum average difference for those objects that exist in the

test document.

Let UMDR = {umd1, umd2, .., umdo} be the set of selected similar UMDs

based on the similarity of the test objects. Among UMDR, the set of documents

UMD′R that contain maximum objects similar to test document are chosen

based on the following rule,

UMD′R =

{
umdk : k ∈ argmax

1≤j≤o

[
d∑

x=1

cntjx

]}
(5.2.2)
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where umdk is the kth document of UMDR, cntjx =


1 : sjx ∈ umdq

0 : otherwise

, sjx is

the xth signal object of umdj ∈ UMDR, sjx ∈ umdq implies that umdq has one of

the signal object similar to sjx and d is the number of similar signal objects exist

between umdj and umdq. The documents UMD′R are further refined by filtering

the documents with minimum average difference for those data that exist in test

document.

Let UMD′R = {umd1, umd2, .., umdz} be the documents obtained as per rule

(5.2.2). The number of similar signal objects exist between the each of the

document of UMD′R and test document umdq is d. The document UMDRS, that

is more similar to test document, selected using the following rule,

UMDRS =

{
umdk : k = argmin

1≤j≤z

[
1

d

d∑
x=1

p∑
m=1

|ftjxm − fqxm|

]}
(5.2.3)

where ftjxm is the mth feature of xth similar signal objects of document umdj ∈

UMD′R, fqxm is the mth feature of xth similar signal objects of umdq. When the

concept of the retrieved document UMDRS is same as that of test document

umdq, then it is considered that the retrieved document is most relevant to test

document and the test document is correctly classified. The summary of the MFP

based classification algorithm is given in Algorithm 5.2.

For Example,

Let the test multimedia document be umdq = {s34 , s42 , s43}. According to

MFPT of example dataset shown in Fig. 5.1c, the MMDs that contain signal

objects similar to s34 are umd3 and umd5. Both of these MMDs are considered

as similar documents as they have the signal objects similar to s34 with same

feature difference value. The MMDs that contain signal objects similar to s42 are

umd4, umd5 and umd6. Although these three documents have maximum similar

feature nodes, the difference between the feature values (0.03) of s42 and s62 is
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Algorithm 5.2 MFPT based Classification Algorithm

1: Input: Training Dataset UMDT of N UMDs, Test Dataset UMDQ of M
UMDs

2: Output: Classq=Class of umdq
3: Construct the MFPT, MFPTT for the training dataset UMDT .
4: Construct the MFPT, MFPTq for umdq
5: UMDR ← {}
6: for each branch bqij ∈MFPTqi do
7: Find the branch btk ∈MFPTT with maximum number of similar features

and with minimum difference as compared with bqij as per rule (5.2.1)
8: UMDR ← UMDR

⋃
DocIds stored in leaf node of branch btk

9: end for
10: Filter the relevant documents UMD′R ∈ UMDR using the rule (5.2.2)
11: Select the most relevant document UMDRS ∈ UMD′R using the rule (5.2.3)
12: Classq ← Class of UMDRS

more compared to the difference between the feature values (0.01) of s42 and s52 .

Hence, according to rule (5.2.1), umd6 is ignored. Similarly for s43 , umd4 is

considered as similar MMD. Hence the UMDs similar to umdq are retrieved as

follows:

s34 −→ {umd3, umd5}

s42 −→ {umd4, umd5}

s43 −→ {umd4}

The similar documents retrieved based on the object similarity for umdq

are umd3 ,umd4 and umd5. All these documents are not relevant because umd3

has only one matching object of test document. Hence, the document with

maximum number of matching objects and maximum object similarity is

selected as most similar document. Among the retrieved documents, the

documents umd4 and umd5 are having the maximum number of matching signal

objects of test document. The document umd4 is selected as the most relevant

document, as its matching signal objects are more similar to umdq.
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5.2.2 MFPT based Clustering for Multimedia Documents

This section discusses about the clustering of MMDs using the MFPT

representation. Let UMD = {umd1, umd2, .., umdN} be the dataset of N

UMDs. The UMDs are clustered based on the pairwise similarity between the

UMDs. The similarity between the UMDs is found based on the leaf nodes of the

MFPT. The leaf nodes contain the documents that has the signal objects with

sequential similar features. Hence for each UMD, the list of leaf nodes is

retrieved using the Algorithm 5.3. After collecting the list of leaf nodes for all

the UMDs, the pairwise similarity between any two documents umdi ∈ UMD

and umdj ∈ UMD is computed based on the similarity of their leaf node lists.

The UMDs with maximum similarity are the candidates to form cluster with

the UMD umdi.

Let LnodeListi be the leaf node list of umdi and LnodeListj be the leaf node

list of umdj. The UMDs that are having maximum similarity with umdi are

selected using the following equation,

UMDR = {umdk : k ∈ argmax
1≤j≤N

[sim(LnodeListi, LnodeListj)]} (5.2.4)

where sim(LnodeListi, LnodeListj) is the similarity between umdi and umdj

based on their leaf node lists. The similarity is calculated as follows:

sim(LnodeListi, LnodeListj) = 2 ∗ |LnodeListi
⋂
LnodeListj|

|LnodeListi + LnodeListj|
(5.2.5)

The minimum value for sim(LnodeListi, LnodeListj) is assumed as 0.5 in order

to cluster the more similar documents. The UMDs with maximum similarity

are clustered with umdi by combining their leaf node lists with the leaf node list

of umdi. The procedure continues for all the documents till they group them

into concepts. The formed clusters are further merged based on the similarity

between the clusters. The algorithm repeats till there are no more clusters to

merge resulting in optimum clusters.

145



Algorithm 5.3 Leaf nodes collection for a UMD

1: Input: B = {b1, b2, .., bK} are branches of MFPT for dataset UMD, umdid:
Document ID

2: Output: LnodeListid : leaf node list for UMDid

3: LnodeListid ← {}
4: for each branch bk ∈ B do
5: Let Lnodek be the leaf node of bk
6: if umdid ∈ Lnodek.DocId then
7: LnodeListid = LnodeListid

⋃
Lnodek

8: end if
9: end for

10: return LnodeListid

5.2.3 MFPT based Sequential Multimedia Feature

Pattern Mining and Sequential Rule Generation

Multimedia objects are characterized by the collection of the features. The

patterns of the features describe the characteristics of the multimedia object.

Therefore, the MMDs are described by the collection of the feature patterns.

Mining sequential feature patterns is advantageous in many applications. For

example, in order to retrieve black color animals living in forest, the first feature

should describe the background forest and the second feature describes the color

of the animal. The MFPT is constructed on the basis of sequential feature

patterns in order to represent the MMDs. The sequential feature patterns of

MMDs are termed as sequential multimedia feature patterns (SMFP) as the

patterns are formed using the sequential features of multimedia objects. The

main task of SMFP mining is to generate the sequential feature patterns of

multimedia objects that exist in user defined fraction of multimedia documents.

The branches of the MFPT represent the SMFPs of each object. The MFPT

representation generates the base clusters of MMDs based on the SMFPs of the

objects. Hence, the SMFPs are extracted from the branches of the MFPT.

The length of the SMFP is defined as the number of sequential features in

the SMFP. As the features determine the characteristics of the objects, the

different length of SMFP describes different objects.
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Let UMD = {umd1, umd2, ..., umdN} be the set of unified multimedia

documents, F = {f1, ..., fm} be the set of all features present in UMD and

C = {c1, ..., ck} be the set of class labels.

Definition 5.2.1. The multimedia class sequential rule (MCSR) is defined in the

form SRm : SeqFeat −→ c where SeqFeat is the sequence of features of given

length such that SeqFeat ⊆ F and c ∈ C.

Definition 5.2.2. The support of the MCSR, sup(SRm) is the number of UMDs

that contain SeqFeat and are labeled with c.

Definition 5.2.3. The occurrence occ(SRm) of rule SRm is the number of UMDs

that contain the sequential feature patterns present in SRm’s antecedent.

Definition 5.2.4. The confidence of the rule SRm is defined as,

conf(SRm) =
sup(SRm)

occ(SRm)

The number of SMFPs depend on the user defined minimum support and the

length of the SMFP. Each SMFP generates only one MCSR. The SMFPs form the

antecedent part of the MCSR and the class label of UMDs that own the SMFP

becomes the consequent part of the MCSR. If a MCSR associates with more than

one class label, then the class label that has more documents satisfying the MCSR

has been assigned. If both the class labels have equal number of documents, then

any one class label is assigned to MCSR. Following example explains the generation

of SMFPs and MCSRs using the MFPT representation shown in Fig. 5.1

An Example,

Let the length of SMFP is 5 and the user defined minimum support is 2. The

SMFP that extracted from the first branch of the MFPT shown in Fig. 5.1 is
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<0.37 1.14 1.63 2.32 1.97>. The SMFP is represented in the following form,

< 0.37 1.14 1.63 2.32 1.97 > {1, 2, 3}

where < 0.37 1.14 1.63 2.32 1.97> is the SMFP formed by the values of

sequential features and 1,2,3 are the identifiers of UMDs umd1,umd2 and umd3

that share the SMFP. Following are the SMFPs extracted from the MFPT

representation shown in Fig. 5.1;

< 0.37 1.14 1.63 2.32 1.97> {1, 2, 3}

<0.97 0.40 0.81 1.34 0.05> {1, 2, 3}

<0.97 0.40 0.81 1.82 1.82> {1, 2, 3}

<0.15 0.62 0.45 0.93 1.17> {3, 4, 5, 6}

<0.52 0.42 0.85 1.00 1.31> {4, 5, 6}

<1.07 0.33 0.60 1.10 0.14 > {4, 5, 6}

Let c1 is the class label of UMDs {1, 2, 3} and c2 is the class label of UMDs

{4, 5, 6}, then the generated MCSR based on the above SMFPs are as follows;

<0.37 1.14 1.63 2.32 1.97>−→ c1

<0.97 0.40 0.81 1.34 0.05>−→ c1

<0.97 0.40 0.81 1.82 1.82>−→ c1

<0.15 0.62 0.45 0.93 1.17>−→ c1, c2

<0.52 0.42 0.85 1.00 1.31 >−→ c2

<1.07 0.33 0.60 1.10 0.14 >−→ c2

For the MCSR <0.15 0.62 0.45 0.93 1.17>−→ c1, c2, the class label c2 is

selected as it has more UMDs (4,5,6) compared to class label c1 (3).

MFPT-MCSR based Classification

The MCSRs are used to classify the unknown UMDs by finding their class labels.

The training UMDs are represented using the MFPT representation MFPTT

based on the features of its contents. The SMFPs are extracted from MFPTT

which generates the training MCSRs as discussed in section 5.2.3. The test

document umdq is represented using the features of signal objects by the MFPT

representation MFPTq. The SMFPs are extracted from MFPTq and the test
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MCSRs are generated. The antecedent part of the test MCSR is compared with

that of training MCSR. The training MCSR that covers more test signal objects

is selected and its label is assigned to the test UMD.

For Example,

Let the test document be umdq = {s34 , s11 , s42 , s43}. The feature values of

test signal objects are given in Section 5.2.3. Initially, the test UMD is

represented by the MFPT representation using the feature values of test signal

objects as explained in Section 5.1.1. The test SMFPs are extracted from the

representation and the test MCSRs are generated as discussed above. Let the

length of SFMP is 5. The generated test MCSRs are as follows;

< 0.15 0.62 0.45 0.93 1.17>−→ cx

< 0.37 1.14 1.63 2.32 1.97>−→ cx

< 0.52 0.42 0.85 1.00 1.31 >−→ cx

<1.07 0.33 0.60 1.10 0.14 >−→ cx

where cx is the unknown class label.

The test MCSRs are compared with training MCSRs and the corresponding

class labels are obtained. The class label that has more test objects is selected as

class label for test UMD. In the example c2 selected from the obtained labels

c1, c2 as it has more test objects (s34s42s43).

5.3 Computational Complexity of MFPT

representation and MFPT based

Multimedia Mining Methods

MFPT representation is constructed for the data set of UMDs that are obtained

using the MSC method by converting multimedia objects as signal objects. The

computation complexity of domain conversion depends on the methodologies

used for the conversion of text, image and audio into signal objects.

149



The MFPT is constructed by scanning the dataset of documents only once.

The branches of the MFPT are created by comparing the feature nodes of the

branches. Let the dataset contains N documents with m signal objects. Each

signal object has p features. MFPT is constructed by comparing the features of

the signal objects. The time complexity of constructing a MFPT for m signal

objects with p features is O(m(m − 1)p). The best time complexity is O(mp)

when the dataset contains all similar objects. If the dataset contains the k

unique words such that k = m − d where d is duplicate words, the time

complexity is O(mkp). As p is constant and very small compared to m, it can be

ignored.

The MFPT based classification requires comparing the MFPTq branches

with the branches of the MFPTT . Let k be number of leaf nodes of the branches

of the MFPTT . Hence the time complexity of MFPT based classification is O(k)

assuming the length of test document is very small compared to k.

The MFPT based clustering algorithm requires the collection of leaf nodes

for each document. The time complexity of obtaining a leaf node list which

gathers all the leaf nodes traversed by an UMD is O(k). Here, the length of

branch is neglected as it is very small compared to k. Therefore, the time cost of

building leaf node list for N UMDs is O(Nk). In order to cluster the documents,

pairwise similarity in terms of leaf node list has to be computed which leads time

cost of O(N2). Thus, the total time complexity for clustering the multimedia

documents is O(Nk) +O(N2).

The SMFPs are extracted by traversing the branches of the MFPT

representation towards the leaf nodes. The time complexity for extracting the

SMFPs is O(k) with k leaf nodes.

5.4 Experimental Results and Discussion

This section discusses the results obtained by the experiments performed to

validate the MFPT representation for the knowledge discovery in MMDs. The

150



experiments are conducted for four multimodal datasets MDS1, MDS2, Flickr

and MDDS. The details of the datasets are discussed in Section 2.9. As a

preliminary step, all the four MMD datasets are converted into UMD datasets

using the MSC model as discussed in Section 3.2.1. Multimedia classification is

evaluated for all four datasets by dividing MMD as training and test datasets in

the ratio of 80%-20%. The experiments are performed for object similarity

thresholds, threshob = {0, 1, 3, 5, 7, 10, 13, 15, 20}.

Section 5.4.1 discusses the memory requirement for MFPT representation.

Section 5.4.2 presents the results of classification of MMDs using MFPT

representation. In Section 5.4.3, we discuss the results of MFPT based clustering

of MMDs. The MFPT based sequential multimedia feature pattern mining is

discussed in Section 5.4.4.

5.4.1 Results of Memory required for MFPT

Representation

This section shows how the memory requirement for the representation of MMDs

reduces with the MFPT representation. The compactness property of MFPT

reduces the memory requirements for storing the multimedia documents with

respect to features of the objects. Figure 5.3 shows the comparison of memory

requirements for the datasets MDS1, MDS2, Flickr and MDDS with MFPT

representation and with original representation. The analysis of the graph shows

that the memory requirement of MFPT is less compared to the original

representation. The memory reduction ratio for MFPT increases with the

increase in the object similarity threshold value from 0% to 20%. The increase in

object similarity threshold results in more multimedia objects sharing the same

branch of MFPT. The reduction ratio of memory for MDS1 is 0% to 60% , for

MDS2 is 29% to 75% , for MDDS is 55% to 82% and for Flickr is 48% to 82%. It

is observed that the memory reduction ratio depends on the multimodal objects

of the dataset. As the size of the dataset increases the memory reduction rate
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Figure 5.3: Comparison of storage space requirement for MFPT with various
object similarity thresholds

also increases. For MDS1 dataset of 35KB the maximum memory reduction is

60% whereas the memory reduction is 82% for Flickr dataset of size 1100KB.

This indicates more MMDs will have more similar multimedia objects. The

MFPT can made still compact by merging the branches based on similar feature

nodes of the branches.

5.4.2 Results of MFPT based Classification for

Multimedia Documents

In this section, we discuss the results of classification of UMDs based on MFPT

representation. Table 5.1 shows the comparison of the time taken by the MSTD

and MFPT representations to represent the UMDs. It is noticed the

representation time of MFPT depends on the number of multimedia objects and

the similar features of the multimedia objects of the MMDs. The representation

time increases with the increase in the number of multimedia objects of the

MMDs. It reduces with the increase in similarity of sequential features of the

multimedia objects. Also, it is observed that the representation time increases
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with increase in modality of the multimedia objects. The dataset MDS1 has

taken 0.40 sec for representation as it has less number of MMDs with two

multimedia objects of two modality. The dataset MDDS has taken 53.88 sec for

representation as it has more number of MMDs with maximum of 198

multimedia objects of three modality. The MMD querying time depends on the

number of branches of the MFPT representation. The maximum query time is

15.95 sec for MDDS and minimum time is 0.30 sec for MDS1. The analysis of

the results indicate that the time taken by the MFPT representation is

significantly lower for all the four datasets compared to MSTD representation.

Moreover the time taken by the MFPT for query processing is also improved

compared to MSTD representation. As the MFPT representation is based on the

individual feature comparison, the computation time for measuring similarity is

eliminated. As a result, the representation time and query time is reduced.

Compared to MSTD, the MFPT has shown minimum reduction 0.10 sec for

MDS1 and maximum reduction of 103.4 sec for MDDS to represent the MMDs.

The MFPT has reduced minimum of 0.004 sec for MDS1 and maximum of 1.57

sec for MDDS for query processing compared to MSTD representation. The

lower time taken to represent and process the query proves that the MFPT

representation reduces search time for knowledge extraction methods.

The classification performance is evaluated by computing the accuracy

according to the equation (3.4.3). The accuracy of MFPT based classification for

various object similarity threshold values is shown in Fig. 5.4. The maximum

accuracy for MDS1 is 0.78, for MDS2 is 0.85, for Flickr is 0.796 and for MDDS is

0.945. The optimal threshob value at which maximum accuracy obtained is 10%

for MDS1, 7% for MDS2, 5% for Flickr and 5% for MDDS.

The performance of the MFPT based classification is compared with the

MSTD based classification and the performance comparison is shown in Fig. 5.5.

It is observed that the MFPT based classification outperforms the MSTD based

classification by 12% for MDS1, 2% for MDS2, 11% for Flickr, and 2% for

MDDS. The MSTD based knowledge extraction methods search for the similar
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MMD based on the overall feature similarity of multimedia objects. The objects

that has huge difference in any one of the feature may result in lower similarity

between the multimedia objects. This issue has been overcome by the MFPT

representation as the MFPT based knowledge extraction methods search the

similar MMDs based on the number of similar features of multimedia objects.

The improvement in accuracy proves that the MFPT based representation can

be successfully used for the classification of multimedia documents.

5.4.3 Results of MFPT based Clustering of MMDs

The analysis of clustering quality of clusters is expressed in terms of purity and

entropy. The weighted purity and entropy values are calculated as per the

equations (3.6.4) and (3.6.5). Figure 5.6 shows the purity end entropy values of

the clusters formed using MFPT based clustering algorithm. It is observed that

the better purity and entropy values are resulted for the object similarity

threshold value between 1 to 13. As the threshold values increases the

performance of clustering reduces resulting in lower purity and higher entropy

values. The best purity value for MDS1 is 0.99, for MDS2 is 0.95, for Flickr is

0.95 and for MMDS is 1. Similarly the best entropy value is 0.0.003 for MDS1,

0.018 for MDS2, 0.015 for Flickr and 0 for MMDS. The higher values of purity

and lower values of entropy indicates that the MFPT representation is effectively

used for clustering the MMDS.

Table 5.1: Performance Comparison of time taken by MSTD and MFPT

Datasets

Representation Time in secs Query Time in secs

MSTD MFPT MSTD MFPT

MDS1 0.50 0.40 0.34 0.30

MDS2 11.27 4.40 3.20 2.93

Flickr 90.55 30.31 9.29 8.46

MDDS 157.25 53.88 17.47 15.95
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The clustering results of MFPT based clustering is compared with MSTD

based clustering algorithm. Table 5.2 shows the comparison of MFPT and

MSTD based clustering in terms purity-entropy values. It is noted that, the best

values of purity and entropy of both the algorithms are almost same for MDS1

and MDDS. The MFPT based clustering achieved the improvement of 4% in

purity and 2% in entropy for Flickr dataset. However, the MSTD based

clustering achieved the improvement of 2% in purity and 1% in entropy for

MDS2. Most of the multimedia documents of MDS2 dataset has single image
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with more text tokens. The impact of sequential feature patterns is less for text

tokens compared to images and audios. Hence the overall feature similarity

based MSTD model performs better for MDS2 compared to sequential feature

similarity based MFPT model.
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Figure 5.6: Purity and Entropy values for MFPT based Clustering
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5.4.4 Results of MFPT based Sequential Multimedia

Feature Pattern Mining and Multimedia Class

Sequence Rules Generation

In this section we discuss the mining of SMFPs and generation of MCSRs. The

MFPT represents the multimedia documents based on the sequential feature

patterns of the multimedia objects. The branches of the MFPT are mined to

extract the SMFPs. The number of SFMPs varies for various length of SMFP.

Figure 5.7 demonstrates the number of sequential multimedia feature patterns

generated for various length of SMFPs and various object similarity thresholds.

For the experiments, the length of SMFPs are selected as 50%, 60%, 70%, 80%,

90% and 100% of total features of the signal object. The number of SMFPs

extracted depends on the dataset. The maximum number of SMFPs extracted

from MDS1 is 449, MDS2 is 1475, Flickr is 6425 and MDDS is 3869. The

minimum number of SMFPs is 139 for MDS1, 417 for MDS2, 1389 for Flickr and

1047 for MDDS. It is seen that the number of SMFP increases with the increase

in length of SMFP and decreases with the increase in object similarity threshold.

The SMFPs are used to generate the MCSRs that are used for the

classification of MMDs. The results of MCSR based classification is shown in fig.

5.8. The experiments has been conducted for four datasets using various length

of SMFPs i.e. 50%, 60%, 70%, 80%, 90% and 100% of total features of the signal

object. The experiments are performed for object similarity thresholds in %,

threshob = {0, 1, 3, 5, 7, 10, 13, 15, 20}. The results demonstrate that the accuracy

Table 5.2: Comparison of MSTD and MFPT based clustering

Datasets

Purity Entropy

MSTD MFPT MSTD MFPT

MDS1 0.991 0.991 0.003 0.003

MDS2 0.982 0.957 0.007 0.018

Flickr 0.906 0.950 0.036 0.016

MDDS 1.000 1.000 0.000 0.000
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Figure 5.7: Number of SMFPs generated for various length of SMFPs

increases with the increase in the length of SMFPs. The best accuracy for MDS1

is 0.771, MDS2 is 0.866, Flickr is 0.805 and for MDDS is 0.925.

The accuracy of MFPT-MCSR based classification is compared with that of

MFPT classification and the results are shown in Fig. 5.9. The MFPT-MCSR

based classification has been successful in achieving the improvement of 2% for

MDS2 and 1% for Flickr. However, it lagged by 2% for MDDS compared to

MFPT based classification. The variation in result is due to the use of sequential

features of different length by the MFPT-MCSR classification. The MFPT based

classification considers all the similar features of the signal objects.
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Figure 5.8: Accuracy of Multimedia Documents using MFPT-MCSR based
Classification for various length of SMFPs

5.4.5 Comparison of the Proposed Multimedia Document

Representations With Other Multimodal Retrieval

Methods

As per our knowledge there are few representations CCA (Rasiwasia et al.,

2010), LRGA (Yang et al., 2009) (Yang et al., 2012), NMF (Caicedo et al.,

2012), SMMD (Daras et al., 2012) and UGMDR(Rafailidis et al., 2013) has been

proposed for representing the multimedia documents. Among these approaches,

the two manifold multimodal earning approaches SMMD and UGMDR have

been used for the retrieval of multimedia documents with more than two

modalities. The proposed MFPT representation is experimented for the retrieval

of multimedia documents and compared with MSTD based multimedia

159



0.784
0.853

0.796

0.945

0.771

0.860
0.800

0.925

0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00

MDS1 MDS2 Flickr MDDS

 A
cc

ur
ac

y

Datasets

MFPT MFPT -MCSR

Figure 5.9: Performance Comparison of MFPT and MFPT-MCSR based
Classification

document retrieval and SMMD (Daras et al., 2012) and UGMDR (Rafailidis

et al., 2013). These approaches have been supported for query and retrieval of

multimodal documents. The MSTD and MFPT based retrieval methods are

experimented for internal and external queries with two datasets MDS1 and

MDS2. For internal queries, each document of the dataset has given as a query

to retrieve the most relevant documents. To evaluate the performance for

external queries, 10% of MMDs of the dataset are posed as query and the

remaining MMDs are used for learning the proposed MSTD and MFPT

representation. The individual precision-recall is computed for each query and

then the average precision-recall is extracted for each object similarity threshold

value. The precision-recall curves are drawn for each dataset by interpolating the

average precision values for 11 standard recall values. The performance

comparison of the four methods for internal and external queries is presented in

Fig. 5.10 and 5.11 respectively.

The results show that the MSTD and MFPT based retrieval outperforms the

SMMD and UGMDR methods. The MSTD based approach attained the

maximum precision improvement of 10% (MDS1), 14% (MDS2) for internal

160



0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Pr
ec

is
io

n

Recall

MDS1

SMMD UGMDR MSTD MFPT

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Pr
ec

is
io

n

Recall

MDS2

SMMD UGMDR MSTD MFPT

Figure 5.10: Performance Comparison of MFPT based Multimedia Document
Retrieval with MSTD, SMMD, and UGMDR Retrieval for Internal Queries

queries and 5% (MDS1), 8% (MDS2) for external queries over the SMMD

method. It attained the improvement of 4% (MDS1), 6% (MDS2) for internal

queries and 1% (MDS2) for external queries in maximum precision value over the

UGMDR method. The MFPT based retrieval achieved the maximum precision

improvement of 12% (MDS1), 15% (MDS2) for internal queries and 6% (MDS1),

8% (MDS2) for external queries over the SMMD method. Compared to UGMDR

method, it achieved the improvement of 6% (MDS1), 7% (MDS2) for internal
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Figure 5.11: Performance Comparison of MFPT based Multimedia Document
Retrieval with MSTD, SMMD, and UGMDR Retrieval for External Queries

queries and 1% (MDS1), 1% (MDS2) in maximum precision value for external

queries. In order to retrieve the MMDs, the SMMD and UGMDR methods were

constructed a multimodal feature space using LE maps based on the unimodal

similarity matrix. The similarity matrix is created using the equal number of

neighbors for each modality. However, the multimedia objects of different

modality may have different number of neighbors. Our method retrieves the

similar documents based on the document similarity which is computed based on
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the similarity of multimedia objects. Hence, our method achieved better

performance compared to SMMD and UGMDR method. It is demonstrated

that, in comparison with MSTD based retrieval, the MFPT based retrieval

achieved better performance. The MFPT based retrieval obtained the maximum

precision improvement of 2% (MDS1), 1% (MDS2) for internal queries and 1%

(MDS1) for external queries. The analysis of the result proves that the proposed

MFPT representation is efficiently used for the retrieval of MMDs.

5.5 Summary

In this chapter, we discussed the MFPT representation and MFPT based

multimedia mining methods. The UMDs are represented using the MFPT

representation based on the similar features of the signal objects. MFPT

representation reduces the memory space requirement for the storage of UMDs

with their features. The effectiveness of the MFPT representation is validated

using the MFPT based classification, clustering, sequential multimedia feature

pattern mining and multimedia class sequence rules generation approaches. The

improvement in time taken for the representation and query processing

compared to MSTD representation proves that the MFPT representation

effectively represents the MMDs for efficient query processing. The MFPT based

classification performed better compared to MSTD based classification. The

MFPT based clustering effectively clustered the MMDs by attaining the higher

purity and lower entropy values. The branches of the MFPT representation are

used to extract the SMFPs. The MCSRs are generated from the SMFPs and

used for the classification of the UMDs. Also, the MFPT based retrieval

outperformed the manifold learning SMMD and UGMDR methods. The

significant performance of the MFPT based knowledge extraction methods prove

that the MFPT representation is very effective and beneficial for knowledge

extraction from MMDs.
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Chapter 6

Conclusion and Future Work

The discovery of useful knowledge from the multimedia documents is beneficial

for many applications. The multimodal nature of multimedia objects is the main

challenge for multimedia document knowledge discovery methods. Therefore,

sophisticated multimedia mining methods are required for the knowledge

discovery in multimedia documents. The success of multimedia mining methods

rely on the representation of multimedia documents. The multimedia documents

representation relies on the representation of multimodal multimedia objects.

The existing representations are applicable for text documents. To the best of

our knowledge, there no representations has been discussed for the

representations of multimedia documents. The appropriate representation of

multimedia objects aids the multimedia document representation and

multimedia mining methods. Hence, effective multimedia data representations

and multimedia document representations are required for the efficient mining of

multimedia documents. The research work in this thesis is directed towards the

development of effective multimedia data representations, multimedia document

representations, and multimedia mining methods for the efficient knowledge

discovery in multimedia documents.

We developed two multimedia data representation methods to fulfill the first

objective of the research work: Multimedia to Signal conversion (MSC) and

Multimedia to Image Conversion (MIC). The MSC method converts the

multimedia objects to signal objects to represent them in frequency domain.

MIC represents the multimedia objects in spatial domain by converting them as
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image objects. The representation of multimedia objects in a unified domain

allows the use of same feature extraction methods resulting the features in

unified space. Thus, both the multimedia data representation methods convert

the multimodal multimedia documents as unified multimedia documents by

representing them in a unified feature space. The representation of multimedia

objects in a unified space eases the multimedia document representation and

multimedia mining methods. The efficacy of the proposed MSC and MIC

methods has been evaluated by conducting the experiments for retrieval,

classification and clustering of multimedia documents. Experimental results

demonstrate that the MSC and MIC based classification has achieved the best

classification accuracy of 0.91 for the MDDS dataset which has images, audios

and text documents as the contents of the multimedia document. The

multimedia document retrieval using MSC and MIC methods outperformed the

existing manifold learning multimedia document retrieval method by achieving

the maximum precision improvement of 4% for the dataset MDS2. The

multimedia documents are clustered using the proposed bio inspired Glowworm

Swarm Optimization based Multimedia Documents Clustering (GSOMDC)

algorithm. The GSOMDC algorithm clusters the multimedia documents by

achieving the best purity value of 99.86 with MSC method and 99.58 with MIC

method for the MDDS dataset. The best entropy values of the clusters are

0.0006 with MSC method and 0.0007 with MIC method for the MDDS dataset.

The higher purity values and lower entropy values indicate that the GSOMDC

algorithm effectively clusters the MMDs with MSC and MIC methods. We

proposed an information theory based similarity measure known as ISMD to find

the pairwise similarity between the multimedia documents. The ISMD based

multimedia documents classification achieved the maximum improvement in

accuracy of 14% for MSC and 13% for MIC with the MDS1 dataset over the

existing information theory based similarity measure SMTP. The significant

performance of multimedia document classification, clustering and retrieval

methods prove that the proposed multimedia data representation methods are
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effectively used for representing the multimodal multimedia objects in a unified

feature space in order to benefit the knowledge discovery in multimedia

documents. However, there is a scope for further improvement of the proposed

multimedia data representation methods as given below:

1. In order to improve the efficiency of the knowledge extraction methods, the

other signal feature extraction methods need to be investigated for signal

objects.

2. The methods of image object creation and feature extraction need to be

refined as image objects generate high dimensional features that require the

computationally expensive processing.

3. The computational efficiency of the data representation methods can be

further improved by parallelizing the conversion of each modality of data.

4. The proposed multimedia data representations can be extended to

represent the other modality objects such as video and animation in a

unified representation.

The time taken by the MIC method for the conversion of multimedia objects to

image objects and feature extraction is higher compared to MSC method.

Moreover, the high dimensional features of image objects made the processing

computationally expensive. Hence, for the further experiments multimedia

documents are represented as UMDs using the MSC method. In order to fulfill

the second objective, we developed two novel multimedia document

representations for the representation of UMDs based on the their similarity.

The similarity between the multimedia documents depends on the presence of

similar multimedia objects between them. The first representation is Multimedia

Suffix Tree Document (MSTD) that represents the UMDs based on the shared

similar signal objects among the UMDs. The similarity among the objects is

depend on the similarity of the features. We proposed the second representation

known as Multimedia Feature Pattern Tree (MFPT) that represents the UMDs

based on similar patterns of features of the signal objects. As the MSTD
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represents shared similar objects in same branch, it is a compact representation

of documents. Compared to MSTD, the MFPT is more compact as the objects

having similar sequential features share the same branch. Our experimental

results showed that the MFPT representation is achieved the maximum

reduction of 82% when the similarity between features of the multimedia

document contents is 20% for the MDDS dataset. The main achievement of the

MSTD and MFPT representations is they provide the complete information

about the represented documents in one structure. Both the representations

generate the base clusters of the UMDs in the construction stage itself. MSTD

generates the clusters based on the similar objects whereas MFPT generates the

clusters of objects based on their similar features that indirectly clusters the

documents. In comparison with MSTD representation, the MFPT representation

takes significantly less time for the representation of multimedia documents. The

MFPT representation takes of 53.88 sec to represent a MDDS dataset whereas

the MSTD representation has taken 157.25 secs to represent the same dataset.

The MSTD and MFPT representations provide the platform for the

multimedia mining methods to extract the useful patterns from multimedia

documents. Hence, to fulfill the third objective of the research work, we

proposed MSTD and MFPT based multimedia mining methods to extract the

knowledge from the multimedia documents. In comparison with Vector Space

Document (VSD) model, the MSTD and MFPT representations take

significantly less time to query the MMDs. For a dataset MDS2, the VSD model

has taken maximum of 86.09 sec for querying the MMD whereas the MSTD has

taken 3.20 sec and MFPT has taken 2.93 sec. Besides, the MSTD representation

outperformed the VSD model for the classification of multimedia documents of

Flickr dataset with the maximum improvement of 14% in accuracy. The MSTD

based clustering efficiently clusters the multimedia documents of MDDS dataset

with higher purity value of 1 and lower entropy value of 0. One of the significant

characteristics of the MSTD representation is the extraction of frequent

multimedia patterns (FMP) exists in the MMDs. The FMPs are used to cluster
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the MMDs based on the common FMPs between the MMDs. Also, FMPs are

used to generate the multimedia class association (MCAR) rules which are used

to classify the MMDs. The MSTD-MCAR based classification achieved

maximum of 4% improvement in accuracy over the MSTD based classification for

the MDS1 dataset. The MFPT based classification achieved better performance

over the MSTD based classification with the maximum improvement of 12% in

accuracy for dataset MDS1. In MFPT representation, the objects are searched

based on the similarity of their individual features which results in the retrieval

of more UMDs. So the accuracy is higher compared to searching the objects

based on the overall feature similarity. MFPT based clustering achieved the

maximum improvement of 4% in purity and 2% in entropy value for Flickr

dataset compared to MSTD based clustering. The higher purity and lower

entropy values of MSTD based clustering and MFPT based clustering prove that

both the representations are effectively used for clustering the documents. The

branches of the MFPT representation represent the sequential multimedia

feature patterns (SMFPs) that are used to cluster the multimedia documents

based on the shared SMFPs between the MMDs. The SMFPs generate the

multimedia class sequential rules(MCSR). As the MCSRs represent the partial

sequential features of signal objects, they are best used for classifying the MMDs

based on the partial characteristics of the objects. The performance of the

MSTD and MFPT based multimedia document retrieval is compared with the

existing multimedia document retrieval methods. The MSTD based retrieval

achieved the maximum precision improvement of 6% for internal queries and 1%

for external queries for MDS2 dataset compared to the manifold learning

UGMDR method. The MFPT based retrieval achieved the maximum precision

improvement of 7% for internal queries and 1% for external queries for MDS2

dataset compared to UGMDR method. The higher precision values of MSTD

and MFPT representations demonstrate the significance of multimedia document

representations for the retrieval of multimedia documents. The experimental

analysis of MSTD and MFPT based knowledge extraction methods prove that
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the proposed multimedia document representations are effectively used to

represent the multimedia documents and help in efficient discovery of knowledge

from MMDS. However, following issues need to investigated in the future:

1. A methodology can be developed to find the optimal object similarity

threshold for each dataset based on the characteristics of the multimedia

objects of the dataset for the proposed multimedia document

representations.

2. The computational complexity of construction of multimedia document

representations can be improved by parallelizing the representation

procedure.

3. The proposed representations can be extended for the representation of

multimedia documents with more multimedia objects such as video and

animation.

4. An algorithm can be developed to find the optimal length of SMFPs such

that SMFPs with optimal length define the complete characteristics of the

multimedia object it denotes.

To summarize, the thesis proposes the effective multimedia data representations

and multimedia document representations for the unified representation of

multimodal multimedia documents in order to improve the performance of

multimedia mining methods of KDMD process.
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