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On Low Complexity Stack Decoding of Convolutional Codes
J. D'Souza and S. L. Maskara

Abstract—This letter presents techniques for improving the In this section we show that, for a class of rdtgb + 1)
distribution of the number of stack entries, for stack sequential THR codes, these two operations are rather simple. Such a

decoding over hard quantized channel, with emphasis on high _ ; ;
rate codes. It is shown that, for a class of high raté/(b+ 1) codes, table-based decoder will be called Jelinek THR decoder.

a table-based true high rate approach can be easily implemented

for obtaining decoding advantage over the punctured approach. A. Best Forward Branch

Modified algorithms, which significantly improve the distribution . . .

of the number of stack entries and decoding time, are proposed For the ratéh/(b+1) long THR codes listed in the literature,

for rate 1/N codes and high rateb/(b + 1) codes. the zeroth-order generator [1] has the foy = [S P],
whereP is ab x 1 matrix, andS is ab x & matrix for which

Index Terms—Convolutional codes, sequential decoding, stack all the elements below the diagonal are zero and the diagonal

algorithm. . . . -
elements are all one. This structure $fimplies that, if the
message wordn = (mjy, ma, ---, my) produces the code
[. INTRODUCTION word ¢ = (c1, ¢2, -+, cu41)), thenc; does not depend on

OR a stack sequential decoder [1], efforts have been mdde for j > 1 < ¢, j < b. For a systematic code, since only
to improve the distribution of the number of stack entriedle diagonal elements & are nonzero, the BFB is selected
[2]-[4]. This is to reduce the probability of losing the true pat@S Per the firsb bits of the received word, and then the parity
node from the stack [2]. Further, since stack reorganization i®# is generated. Therefore, the error word of the BFB is either
time consuming operation, an improvement in decoding speed- (0, ---, 0, 0) ore = (0, ---, 0, 1). As for nonsystematic
can also be expected from improvement in the distribution 6pdes, assumex; = 0 and generate;. If ¢; # ri, where
the number of stack entries [2]. In this letter, we have shown is the first bit of the received word, then setting = 1
that, for a class of high raté/(b + 1) codes, a table-basedWill make ¢, = 1. This procedure is successively followed
true high rate (THR) approach can be easily implemented f&F 71, - -+, mu and thencq.1) is generated.
hard quantized channel, to obtain decoding advantage over the
punctured approach [5], [6]. For this channel, we have aléb Next Best Sibling
p_rop_ose_d modified algorithms that use tags to give i_mpr(_)vedLet the message wornh; produce the code workl;, when
dlstrlbutlo_q of.the number of stack entries and .decodmg timge encoder state is zerb= 1,2, ..., 2" Let setH consist
Our modifications are based on the observation that a nagey|| these2? code words. The following properties of these
with a smaller metric can get extended only after a node wiflyde words are well knowr,: The code word corresponding
a better metric reaches the stack top, and consequently it woldhe message worfim; ® m;) is (h; @ h;); & being the
suffice if the former is introduced into the stack just when thginyise modulo-2 operatorPy: (h; & h;) € H. Ps: If the

latter reaches the stack top. encoder state is arbitrary, the code werdcorresponding to
the message woréh; is given byc; = h; & s, s being the
Il. TABLE-BASED APPROACH FORHIGH RATE CODES code word corresponding to all zero message word applied to

In the context of saving memory, a table-based decodiffg encoder [7].
approach was suggested by Jelinek [2], wherein all the forward™t the decoder, lein;. be the message word that produces
branches of the top node are not introduced simultaneoudfy® code worde, which is at a minimum distance to the
rather, the next best sibling of the top node is introduced inf§ceived wordr. Therefore,r = c; @ e. Using P3
the stack, and the top node is replaced by its best forward
branch (BFB). The complexity of this approach then depends r=h;dspe. 1)
on the ease with which these two operations can be performed.

The error words of the2’ forward branches are given by
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Py, (hy & h;) is the code word corresponding to the message Suppose that a noisy received sequence requires full explo-
word (m;, @ m;) when the encoder state is zero. Thereforeation of the code tree. Now consider a subtree of height
by P;, for i = 1,2, ---, 2° these message words producéranches, ending in TS nodes. For the THR decoder, only one
code words in the order of increasing distance. Now considasmputation is required to find the BFB of the subtree. All the
e=(0,---,0,1). The(b+1)-tuplesh; @e,i =1, 2, ---, 2> other(2® — 1) THR branches of the subtree are explored by
may not be in the increasing order of weight. Therefore, wable look-up procedure. These siblings are introduced one per
introduce new, uniquéb + 1)-tuplesg; = h;, 1 < i, j < 2°  decoding step, as a part of a computation that extends a top
such thaty; @e, i = 1, 2, - - -, 2% are in the increasing order of node. On the other hand, the punctured decoder has to perform,
weight. Consequently, the code words in the increasing ordsfectively (2° —1) /b b-branch computations to explore the full
of distance are @ (q; ®e), i =1, 2, ---, 2°. Proceeding as subtree. But our simulation results on average computation
we did in the case ot = (0, ---, 0, 0), the ith code word (Section V) show that even a&/R, = 1, the computational
corresponds to the message woid;, du;); u; is the message ratio of the two approaches is close to 1:1, wh&ss the
word corresponding to the code wotg. code rate andR,, is the computational cutoff rate [1]. This
Considere = (0, ---, 0, 0). If the metrics corresponding ratio corresponds to that of the noiseless condition. However,
to the weights ofh;, i = 1, 2, ---, 2* are stored in a table since the THR approach is helpful over the noisy segments of
M,, the metric of any sibling can be obtained by a tableceived sequence, a slight improvement with channel noise
look-up operation. The message word of thike branch is and code rate is also observed. With respect to distribution of

x; = my ¢ m;. Similarly, for the (¢ + 1)th branchx,;;; = computation, as in [6], we have observed a slight superiority
mpdm; 1. Orx,11 =x;,6n,4; wheren;1; =m; $m,,;. of the THR decoder over the punctured decoder. As for
Thus if theb-tuplesn;, j = 2, ---, 2" are stored in a table stack entries, for a fully explored subtree, both the decoders
N,,thenx;,; can be obtained from; through a table look-up introduce(2® — 1) nodes. But our simulation results (Section
operation. Similarly, foe = (0, ---, 0, 1) also, if the metrics V) show that even at?/R, = 1, the ratio of the average
corresponding to the weights ef; @ e,i = 1,2, ---,2° number of stack entries is &, which corresponds to that of
are stored in a tableM; and v;41 = w; ¢ u,41,¢ = noiseless condition. Further, the ratio of average decoding time
1,2,---, (2" — 1) are stored in a tableV,, the next best of the two approaches seem to be rougpb + 1):1, for
sibling can be generated by table look-up procedure. both noisy and relatively quiet channel conditions. Thus the

advantage of THR approach increases with the code rate.

I1l. COMPARISON BETWEEN THR AND V. MODIFIED ALGORITHMS

PUNCTURED DECODING APPROACHES .
We prove the correctness of the proposed modified algo-

The class of THR codes considered in the previous sectigihms only for the case of punctured codes. But for other
can be easily transformed to punctured codes, and for rg§yes also, the correctness can be proved using the same
b/(b+ 1) the converse is also true [8]. In the following, Weyhilosophy. In the following, the terms father node, sibling of
therefore make a comparison of the new table-based THfher node, sibling of grandfather node, and depth modlo

approach and the classical punctured approach for a giVgi pe denoted byf-node, f-sibling, g-sibling, and depthnb,
code. But such a comparison is somewhat difficult since thgligpectively.

computations are not of the same complexity. Traditionally, a

computation consists of all operation_s performed _in extending Ratel/N Codes

a path by one branch; the main constituent operations are those oo

of accessing the generators and stack reorganization. Singe 4€t €ach stack node carry three tags: tietag to indicate

segment of branches ending in a two-symbol (TS) node Oﬁs weight, '_[heS flag to indicate whether S|bl|ng_ of the node

a punctured code tree, corresponds to a single branch of th@resent in the stack, and tietag to determine whether

THR code tree, for the purpose of comparing, it is convenieAtSIPling of the node is present in the stack. The steps of the

to imagine the THR decoder moving on the low rate tree Sfodified algorithm are as follows.

the equivalent punctured codepranches per decoding step. 1) Get the top node from the stack. Let it§ tag value
In the punctured approach, if the top node is a TS node, be z.

it will be extended up to the next TS node, insucces- 2) If sibling is not already present in the stack, then

sive steps (or a-branch computation) of the decoder. The Introduce sibling of weigh{V — z) into the stack.

same work will be done in one step by the THR decoder.  Else if f-sibling is not already present in the stack,

Although the same number of generators are accessed by both  Introduce f-sibling with weight NV into the stack.

the decoders, the punctured decoder has to perform1 3) Keep extending the prior top node (of step 1) along the

additional stack reorganizations. On the other hand, a THR BFB at each step, until the BFB has nonzero weight

computation involves accessing tables and maintaining the Siblings are not introduced during these extensions.

requisite tag. But these operations are simpler than those of 4) Set theW tag toy and put the node to the stack. Go

stack reorganization. Thus the difference in the complexity of ~ to step 1.

a THR computation and@abranch computation of a punctured As for the L tag, for the initial node in the stack, the tag is

decoder is accounted for by the difference mainly in theet to zero. Whenever a siblingsibling is generated, thé

number of stack reorganizations and the tag-related operatioralue of the top node is transferred to thetag of the newly
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created sibling/-sibling, and theL tag of the top node is set

equal to its depth value. By this technique, théag of a node

keeps track of the depth value at which the last sibling was
generated along the path to the node. If thealue of a node

is less than the depth value of ifssibling, then the latter is
not present in the stack. It should be noted that, for punctured '~

and THR approaches, the details of transferrintag values XI
between nodes are slightly different from above, but the basic
idea is the same. e
1
N

B. Rateb/b + 1 Punctured Codes e R \\\\ <

As in the case of ratd /N codes, let each stack node I hodined JHR N \‘_;
contain three tags. We assume that the first column of the R ‘M" ; L H“\ S
perforation pattern has two ones. When this is not true, the '+ 0.1 ! 10

various cases of deptiwd in the modified algorithm should ¥

be labeled accordingly. The steps of the modified algorlthEiQ'g. 1. Distribution of the number of stack entries per decoded bit for
are as follows. punctured and THR decoder®. = 3/4.
1) Get the top node from the stack.

2) Case 1, depthwb = 1: . - .
If sibling is not present, introduce sibling of weight & better metric tharf-sibling. Since the commonly used data

1 into the stack. structures do not permit us to check ftsibling is present
Else if f-sibling is not present, introducgsibling of when g-sibling reaches stack top, we introduce both of them

weight 1 into the stack. (if they are not present).
Case 2, depthmb = 2: 3) For depthmb # 1,2 the f-node will have only one

a) If not present, introducg-sibling of weight 2 into symbol and, therefore, thé-sibling will have a weight of 1.

the stack.
b) If not present, introducg-sibling of weight 1 into C. THR Codes
the stack. Each stack node is assumed to carry 2 tags:Xhtag as
Case 3, depthab = 3,---,b— 1,0: index to the requisite tables (Section 1), and théag. When
If not present, introducg-sibling of weight 1 the BFB has weight zero, let be the weight of its next best
into the stack. sibling. The steps of the modified algorithm are as follows.

3) Keep extending the prior top node along the BFB at eachl) Take the top node from the stack. N
step, until the BFB has nonzero weigit Siblings are ~ 2) If the top node happens to be the last of the siblings

not introduced during these extensions. which have a weightV’ < w and if f-sibling is not
4) Set theW tag toy and put the node to the stack. Go presentin the stack, then |ntr0duﬁ6|b|lng with WE|ght
to step 1. w

(Note Since forb = 2, depthmb has values of 0 and 1 only, 3) If the next best sibling is available, introduce it into the

in step 2, case 2 corresponds to depth= 0; and case 3 is stack. , ,

not applicable.) 4) Keep extending the prior top node (of step 1) along the
Correctness: 1) Step 4 puts a node to stack only if, in step ~ BF B at each step, until the BFB has nonzero weight.

3, the BFB has a nonzero weight. It is obvious that otherwise _ >IPlings are not introduced during these extensions.

a stack reorganization is not required since at step 1 we started) Set theX tag, and place the node in the stack. Go to

with the best node in the stack. At nodes where the emanating step 1.

branches have only one symbol, the decoder can always find

a branch with weight zero. Consequently, at step 4, the node V. RESULTS AND DISCUSSIONS

always will have 2 symbols and the weight will be equal to Simulations have been conducted over hard quantized

1. Therefore, in step 2, when deptth = 1, a sibling of Gaussian channel, at rates 1/2, 2/3, 3/4, 7/8 for 3 channel

weight 1 is put into the stack if not already present there. krror ratesp/p, = 1,1/2,1/4 wherep, is the channel error

this case, the worse sibling has better metric tifesibling. rate corresponding t&/R, = 1. Fig. 1 shows the distribution

Therefore, f-sibling is introduced into the stack only if theof the number of stack entries per decoded bit for the different

top node happens to be the last of the two siblings to readbcoders studied, a& = 3/4. For the THR approach, the

the stack top. Vinck decoder has a distribution superior to that of the
2) In the case of depthsb = 2, if f-sibling is to be Jelinek decoder. The modified decoder offers improvement

introduced, it will have a weight of 2 (if it had a weight ofover the Vinck decoder for quiet frames, but this difference

1, it would have been introduced at deptit-= 1, when the reduces as the channel becomes noisy. The THR decoders

f-node reached the stack top). Therefagesibling (if it is have a far “better” distribution than the classical punctured

not present in the stack) which has a weight of 1, will havdecoder. The tag-decoder refers to a simplistic modification
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TABLE |
NORMALIZED AVERAGES FORNUMBER OF COMPUTATIONS PERDECODED BRANCH (C'av ), NUMBER OF STACK
ENTRIES PERDECODED BIT (Sav ), AND DECODING TIME PER FRAME (Tav ); *: INDICATES PUNCTURED

R Decoder C,, forp/p, = S, forp/p, = T,, for p/p, =
1.0 0.5 0.25 L.0 0.5 0.25 1.0 0.5 0.25

1/2 Tag 1.0000 1.0000 1.0000 0.844 0.962 0.966 0.96 1.01 0.97
Modified  1.0037 1.0005 1.0001 0.269 0.094 0.044 0.67 0.61 0.52

2/3 Tag* 1.0000 1.0000 1.0000 0.898 0.973 0.991 0.98 1.02 1.07

Modified* 1.0002 0.9997 1.0000 0.176  0.059 0.026 0.59 0.54 049
Jelinek 0.9870 0.9806 0.9954 0.488 0.490 0.498 0.61 0.63 0.64
Modified  0.9874  0.9807 0.9954 0.151  0.045 0.021 0.39 0.34 0.32
Vinck 1.0071 0.9991 1.0059 0.168 0.061 0.031 0.40 0.36 0.32
3/4 Tag* 1.0000 1.0000 1.0000 0.932  0.980 0.993 1.00 1.04 1.03
Modified* 1.0021 1.0003 1.0001 0.104 0.037 0.016 0.52 0.50 047
Jelinek 0.9743 0.9831 0.9942 0.327 0.328 0.332 0.48 0.46 0.47
Modified  0.9824 0.9832 0.9942 0.082 0.027 0.012 0.28 0.26 0.24
Vinck 1.0073 1.0037 1.0056 0.095 0.038 0.018 0.28 0.26 0.25
4/5 Tag* 1.0000  1.0000 1.0000 0.951 0.984 0.995 1.01 1.03 1.05
Modified* 1.0015 1.0002 1.0001 0.069 0.026 0.011 0.48 0.46 0.50
Jelinek 0.9829 0.9764 0.9946 0.246 0.244 0.249 0.36 0.37 0.38
Modified  0.9832 0.9766 0.9947 0.053 0.018 0.009 0.22  0.20 0.19
Vinck 1.0122  0.9982 1.0068 0.064 0.026 0.013 0.22 020 0.20
5/6 Tag* 1.0000 1.0000 1.0000 0.963  0.988 0.995 1.02 1.04 1.05
Modified* 1.0014 1.0002 1.0001 0.050 0.019 0.009 0.46 0.46 0.45
Jelinek 0.9722  0.9809 0.9918 0.195 0.197 0.199 0.30 0.31 0.32
Modified  0.9729 0.9810 0.9918 0.036 0.013 0.007 0.18 0.17 0.17

Vinck 1.0042 1.0027 1.0042 0.045 0.020 0.010 0.18 0.17 0.17
6/7 Tag* 1.0000  1.0000 1.0000 0.970  0.989  0.996 1.03 1.04 1.06
Modified* 1.0013 1.0003 1.0001 0.039 0.016 0.008 0.46 0.45 0.45
Jelinek 0.9470 0.9770 0.9920 0.158  0.163 0.166 0.27 029 0.30
Modified  0.9471 0.9771 0.9921 0.025 0.011 0.006 0.18 0.17 0.17
Vinck 0.9805 1.0007 1.0048 0.033 0.016 0.009 0.17 0.18 0.17
7/8 Tag* 1.0000  1.0000 1.0000 0.976 0.992 0.997 1.03 1.04 1.06

Modified* 1.0009 1.0001 1.0000 0.031 0.012 0.006 0.44 0.44 0.44
Jelinek 0.9728 0.9798 0.9945 0.139 0.141 0.143 0.25 025 0.25
Modified  0.9727 0.9797 0.9943 0.022  0.008 0.005 0.16 0.15 0.15
Vinck 1.0086 1.0016 1.0059 0.028 0.012 0.007 0.15 0.15 0.14

of classical punctured decoder, wherein with the help of decoding speed, such an implementation is more efficient than
tag, the introduction of worse sibling is delayed until théhat in [4]. We may also note that the modified THR decoder
better metric sibling reaches the stack top [2]. It is seen k@s the desirable feature that, irrespective of the code rate,
give only a slight improvement. But the modified punctured decoding step introduces only one sibling into the stack.
decoder gives at least as much improvement as the JelifgRulation results thus indicate that the proposed techniques
THR decoder. The average values for computations, ste@hkable low complexity stack decoding.

entries, and decoding time for different decoders are given in

Table I, normalized with respect to those of classical punctured ACKNOWLEDGMENT
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